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ABSTRACT  
 

The main objective of a text summarization system is to identify the most important information from the given text and present it to 

the end users. In the fast-moving world, it’s difficult to read all the text-content. Hence, the need for text summarization is being in the 

spotlight. Automatic text summarization is a technique which compresses large text to a shorter text which includes the important 

information. In this paper, different text summarization methods are introduced in a single document. The advantages and 

drawbacks of the summarized methods have also been discussed. 
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I.     INTRODUCTION 

Automatic Text summarization is the process of reducing a text document with a computer program in order to create a 

summary that retains the most important points of the original document and present it to the end users. Text summarization 

finds the importance because of its variety of applications like summaries of newspaper articles, book, News, resume, books, 

music, and magazine, stories on the same topic, event, scientific paper, weather forecast, stock market, plays, film and speech. 

The output of the summary can be of two types: Extractive summaries and abstractive summaries [1].  

 
Automatic Text summarization has two types: Extractive summaries and Abstractive summaries. Extractive summaries are 

selecting a subset of existing words, phrases, or sentences in the original text to form the summary. Abstractive summaries build 

an internal semantic representation and to create a summary that is closer to what a human might generate [2]. 

Summaries can also be of two types: generic or query-focused. Topic-focused or user-focused summaries are the other names 

for query-focused summaries. Such a summary includes the query related content, whereas a general sense of the information 

presented in the document is provided in a generic summary [2]. 

There are three kinds of summaries on the basis of language: multilingual, Monolingual and Cross-lingual summaries. The 

monolingual summarization system is when the language of the source and target document is same. When source document is 

in a number of languages like English, Hindi, Punjabi and summary is also generated in these languages, then it is termed as a 

multi-lingual summarization system. If the source document is in English and the summary generated is in Hindi or any other 

language other than English, then it is known as a cross-lingual summarization system [2]. 

II. LITERARTURE SURVEY 
 

Researchers have been working on text summarization within the Natural Language Processing (NLP) and Information 

Retrieval (IR) to create a better and more efficient summary. 

Babara and Patil[1] focus on the Fuzzy logic Extraction approach for text summarization and the semantic approach of text 

summarization using Latent Semantic Analysis. In that proposed method improves the quality of summary by the latent 

semantic analysis into the sentence feature extracted fuzzy logic system to extract the semantic relations between concepts in 

the original text. 

In [2], Extractive text summarization has been presented by applying score to score the sentences using different text features. 

They have used Wikipedia articles as input. In this paper, Author also described the preprocessing steps of text summarization.   
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In [3], Author presented a taxonomy of text summarization methods and also described brief introduction of methods of single 

document and multiple document and stated the current state of art.  

In [4], The number of sentences of proposed summary would be equal to the number of paragraphs present in a given document. 

This is by using successive threshold. Author gives satisfying results when compared with commercial online Summarizer and 

Microsoft Summarizer uses a successive threshold approach.  

In[5], using higher-order singular value decomposition (HOSVD) for extracting the concept of the words from a word-

document and then select important sentences with more cosine similarity to this concept and Using a Word Net-based 

Semantic Similarity to calculate similarity between ranked sentences and redundancy elimination. In this paper, The 

experimental results show that their approach can out perform other state-of-the-art summarization approaches. 

In[6],Author was Compared the manually-produced summaries that generated by experts and the automatically-produced 

summaries. Using Fuzzy method and Vector approach, author analyzes that automatically generated summaries can be produced 

much faster than human summaries and they are more economical, more appropriate and more efficient. 

Kupiec, et al.[7] conducted an investigation on the use of Genetic Programming (GP) for solving the problem of Automatic Text 

Summarization. The paper also showed that GP can produce the summaries that have better quality than a number of statistical 

methods and also better than non-expert and less experienced human expert. 

 

In[8], Author used Naïve-Bayes method for text summarization and evaluated method for number of applications. This method 

can be very efficient, so author used this method for many applications and recommended the features.  

 

In[9], Ranking Algorithm uses of the neural network that ranks the sentences on the basis of weighting parameter. Author also 

used third party data sets to enhance sentence text features with statistical significance. 
 

In[10], the author claims that existing approaches to summarization have always assumed feature independence. Also used log-

linear models to remove assumptions and showed that the model produced better extracts than a naive-Bayes model. 

 

Hidden Markov Model is used to extract the sentence from the document in [11]. In this paper, Author used extractive 

Summarization that extracts the sentences directly from the text document. This method is very easy to understand and efficient 

for any application.  

 

In [12, 13], Author focused on the Sentence position that is very important of a single feature. In Text, "position method" that is 

just weighing a sentence by its position, arises from the idea that texts generally follow a predictable discourse structure. 

 
III. Taxonomy of Automatic Text Summarization Techniques: 

Automatic Text Summarization can be classified into single document text summarization and multi document text 

summarization  (Fig 1)[3].  

 
Fig 1: Automatic Text Summarization models 

 

Single-Document Summarization: Single-Document Summarization is extracting the information from a single text document. 

The biggest challenge in summarization is to identify or generalize the most important and informative sentences from a 

document because the information in the document is non-uniform usually [1].Multi-Document Summarization: Multi-

Document Summarization is the extraction of information from multiple texts written about the same topic. 
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The flow of information in a given document is not uniform, which means that some parts are more important than others in 

Single-Document Summarization. The major challenge in Single-Document summarization lies in distinguishing the more 

informative parts of a document from the less ones. Though there have been instances of research describing the automatic 

creation of abstracts. 

 

Automatic Text Summarization methods for single document (Fig 2) are listed below: 

 

Naïve-Bayes Method [8]: Naïve-Bayes Method can be trained very efficiently in a supervised learning setting. In many 

practical applications, one can work with the naïve-Bayes model without accepting Bayesian probability or using any other 

Bayesian methods. 

 
Fig 2: Single Document Text Summarization methodologies 

 

Rich Features and Decision Trees [12, 13]: The importance of a single feature, sentence position is must there. In Text, 

"position method" that is just weighing a sentence by its position, arises from the idea that texts generally follow a predictable 

discourse structure. 

 

Deep Natural Language Analysis Method [15]: This method is used for to extract meaning from natural language text in 

machine readable form.  Deep linguistic processing is also essential to the creation of natural language dialogue systems, which 

allow computers to understand and reply in natural language which is understandable by humans. 

 

Neural Networks and Third Party Features [9]: Neural network ranking algorithm and third party datasets to enhance 
sentence features with statistical significance to tackle the problem of extractive summarization. 

 

Log Linear Models [10]: The author claims that existing approaches to summarization have always assumed feature 

independence. The author used log-linear models to remove this assumption and showed that the system produced better 

extracts than a naive-Bayes model. 

 

Hidden Markov Models [11]: Hidden Markov Model is used for to extract the sentence from the document. This method is 

useful for text summarization of single documents. 
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Table 1 List of Methods of Text summarization of Single Document 

 

IV. CONCLUSION 

In this paper, a brief introduction of various methods of Automatic Text Summarization has been described. All 

methods that are introduced of text summarization are in Single Document that only applies to a single 

document. This paper described the advantages and disadvantages of the methods. 
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