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ABSTRACT 

Smart systems need to take faster decisions. Computation of stored data induces delays and renders a real time system 

useless. Sensors are not smart devices, they collect data at edge level of network. Uploading the data to cloud for 

processing is slow, a faster way to predict from the data collected is by processing it at the lower levels of network. 

Machine Learning concepts can be exploited to train the collaborating devices to represent such data for information 

exchange. This paper discusses background of possible research areas open for proposing decision making systems at 

lower layers of network hierarchy. 
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1. INTRODUCTION 

THINGS that collect data, act on data, can connect to other things and exchange data are growing in abundance. These 

devices sum up to make lowest level of large networks of intelligent things. The IoT like any new technological 

paradigm has brought up challenges in designing it, utilizing it, making it secure and exploiting for the best of our needs 

in day to day life. IoT will change the way we spend our time, make decisions and get help. Soon by 2020 we will cross 

the mark of generating 40 Yotta bytes of data per day [1]. The earlier IoT devices were much simpler like RFID. Today 

they are any small battery powered blue tooth enabled device like a wearable pedometer. We have slowly accustomed 

ourselves to the fact that our device can give us suggestions which are both timely and accurate most of the times. We 

have been using simple machine like alarm clocks to wake us up in the morning, or remind us of some important 

appointment, but today we have come far from making just one machine intelligent. We have lots of intelligent, 

communicating machines around us which are built and programmed to help us with our routines and sometimes with 

critical circumstances. Temporal data have been collected in various fields, such as brain science, ecology, geophysics, 

social sciences. Temporal data may contain complex temporal patterns that would need to be learned and extracted in a 

computational model.  

The term Web of Things or Internet of Things (IoT) was coined much earlier before technology could use the data 

collected for meaningful purpose. IoT deals with data from numerous amounts of sources in different formats. We have 

been capable of collecting that data and run data mining algorithms like classification, clustering and association rule 

mining. Sensor nodes are usually scattered in a sensor field; each of these scattered sensor nodes has the capabilities to 

collect data and route data back to a special node called sink by a multi-hop infrastructure less architecture. Large scale 

initiatives are underway in Japan, Korea, the USA and Australia, where industry, associated organizations and 

government departments are collaborating on various programs, advancing related capabilities towards IoT. This 

includes smart city initiatives, smart grid programs incorporating smart metering technologies and roll-out of high speed 

broadband infrastructure [2]. The amount to data processed increases from layers of data collection until it reaches to 

cloud. [3]. The future trends point to a world wherein we will require our devices to make decisions on the fly based on 

various environmental parameters collected by sensors (things) and calculated by devices (things) in collaboration with 

or without other data from external sources with similarly deployed devices. For example, instead of communicating and 

representing raw numerical values of a measurement of a weather condition, it is more desirable to use semantic 

concepts and properties such as isHighWindCondition or isFreezingCondition measured and conceptualized by 

meteorological sensors [4]. The devices at the edge of network have become data producers unlike to prior scenario 

when they were only data consumers [5]. 
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2. RELATED CONCEPTS 

2.1 Data Streams 

Streaming Data is data that is continuously generated by different sources. Such data should be processed incrementally 

using Stream Processing techniques without having access to all of the data. Data Streams can be defined differently 

based on perspectives. The common property is its flow that is fast and unpredictable in frequency. A data stream is a 

potentially unbounded, ordered sequence of data items which arrive over time. The time intervals between the arrivals of 

each data item may vary. These data items can be simple attribute-value pairs like relational database tuples, or more 

complex structures such as graphs [6]. 

2.2 Data Ingestion 

The amount of data a system can process while the data is in motion. The challenge lies in storing only the inferred 

information from flow of continuous stream of data. 

2.3 Data Stream Learning 

Applying machine learning algorithms on streams of data will give results that can predict future trends of streams. 

Techniques to learn from Streams of continuously flowing data have been research interest from many years now. 

Classification of such streams and detecting new class or deciding splitting criteria within a class is areas of research 

concerned with Stream Learning. 

2.4 Concept Drift 

Concept Drift occurs in a stream when there is a change in distribution of data. As the environment where the data are 

collected may change dynamically, the data distribution may also change accordingly. This phenomenon, referred to as 

concept drift, is one of the most important challenges in data stream mining. For example, in Indian sub-continent 36 

degree Celsius is low temperature in Summer but in Winter 16 degree Celsius is low. Around the year, the concept of 

’pleasant’ temperature of season keeps changing. In practice, the concept drift phenomenon is most commonly reflected 

in its consequences - a deteriorating prediction performance in incremental learning. The learned knowledge of the 

model becomes obsolete in the face of the examples with a new background concept. Finding the exact points of change 

can be very challenging, as the change between two distributions can be gradual and has to be differentiated from 

transient noise that can affect the stream [7]. 

2.5 Class Evolution and Ensemble Learning 

Class evolution is different from concept drift. Rather than change in data distribution, it tracks the prior probability 

distribution of classes. [8] The posts on social media keep bringing up new topics. Introduction of each new topic leads 

to emergence of class. Same way the class emerged can also disappear and reappear while posts are made from time to 

time. Class evolution models must be explored exhaustively to exploit Data Stream learning. Extensive survey on 

Ensemble Learning techniques is also made [6]. 

2.6 Complex Event Processing 

Complex Event Processing is Event Processing that combines input from multiple sources to infer events or patterns that 

suggest more complicated circumstances. The CEP must identify meaningful events, such as threat or opportunity and 

respond to them as quickly as possible. 

2.7 Dimensionality Reduction 

In statistics, machine learning, and information theory, dimensionality reduction or dimension reduction is the process of 

reducing the number of random variables under consideration by obtaining a set of principal variables. It can be divided 

into feature selection and feature extraction. In order to avoid the effects of the curse of dimensionality, dimension 

reduction is usually performed prior to applying a Knearest neighbors algorithm (k-NN) to high dimensional datasets. 

Feature extraction and dimension reduction can be combined in one step using principal component analysis (PCA), 

linear discriminant analysis (LDA), canonical correlation analysis (CCA), or non-negative matrix factorization (NMF) 

techniques as a preprocessing step followed by clustering by KNN on feature vectors in reduced-dimension space. In 

machine learning this process is also called low-dimensional embedding.  

2.8 Ontology 

Ontology is the representation of entities, ideas and events, along with their properties and relations, according to a 

system of categories. Ontology learning is the automatic or semi-automatic creation of ontologies, including extracting a 

domain’s terms from natural language text. As building ontologies manually is extremely labor-intensive and time 

consuming, there is great motivation to automate the process. Information extraction and text mining have been explored 

to automatically link ontologies to documents, for example in the context of the BioCreative challenges. 
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2.9 Semantic Web 

The Semantic Web is an extension of the World Wide Web through standards by the World Wide Web Consortium 

(W3C).The standards promote common data formats and exchange protocols on the Web, most fundamentally the 

Resource Description Framework (RDF). According to the W3C, The Semantic Web provides a common framework 

that allows data to be shared and reused across application, enterprise, and community boundaries [2]. The Semantic 

Web is therefore regarded as an integrator across different content, information applications and systems.  

2.10  Semantic Sensor Web 

Sensor networks provide the challenge of too much data, and too little inter-operability and also too little knowledge 

about the ability to use the different resources which are available in real time. The Sensor Web Enablement initiative of 

the Open Geospatial Consortium defines service interfaces which enable an interoperable usage of sensor resources by 

enabling their discovery, access, tasking, eventing and alerting [9]. Advanced machine learning (ML) techniques show 

the potential to automate a number of relevant tasks for the Semantic Web (SW) by complementing and integrating 

logical inference with inductive procedures that exploit regularities in the data. An obvious benefit of inductive methods 

is that they are more robust against some of the inherent problems of the SW such as contradicting information, 

incomplete information and non-stationary [10]. 

2.11 Edge Computing 

Edge computing is enabling technologies allowing computation at the edge of network [5]. By edge we mean the path for 

upstream data from data source to cloud and for downstream data from cloud to data source. This makes devices like 

mobile phone an edge level device. Same analogy applied to large system implementing sensors for collecting any 

geographical data can have edge devices that collect and pre-process data before uploading them to upper layers. Making 

these devices do the computation is the area of research. Edge computing is the new platform for computing in large-

scale geospatially distributed and latency sensitive networks [3]. 

2.12 Fog Layer 

A computing layer that sits between the edge devices and the cloud in the network topology is conceptualized as Fog 

layer, the processing to be designed at this level can be called fog computing. They have more compute capacity than the 

edge but much less so than cloud data centers. They typically have high uptime and always-on Internet connectivity. 

Applications that make use of the fog can avoid the network performance limitation of cloud computing while being less 

resource constrained than edge computing. As a result, they offer a useful balance of the current paradigms [11]. 

3. LITERATURE SURVEY 

It is worth noting that considerable research is made in developing systems that are light weight and fast in decision 

making. Since the introduction of term IoT the advancement in technology has increased use of sensor based devices. 

This in turn will increase the amount of data collected at aggregation layer. All this data being unstructured and varied in 

format and specification; we can call it big data. Survey on impact of IoT and its possible applications have found 

following areas to be most affected in near future: Transportation and Logistics, Healthcare, Smart environments, Smart 

cities and Smart locomotives [12]. In one such survey [13] the authors propose a data management framework for huge 

amount of data generated by IoT. 

 

Figure 1 Layer Concept 
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Data Stream learning involves major contribution of classification techniques to be implemented on flowing data. A new 

splitting criteria for such Stream Learning scenarios is presented in [14]. Extensive research has been made in recent 

years in the area of ensemble learning from data streams [6]. Data Stream Learning based on concept drift has been 

discussed in [7]. Drifts can be made adaptive by adjusting cluster mean as data changes. Adaptive clustering technique is 

proposed in [15]. In [16] a semi-supervised framework for classifying evolving data streams is proposed. It detects 

concept drift and determines chunk boundary dynamically by finding any significant change in classifier confidence. 

Moreover, it also uses confidence scores to intelligently select limited amount of data instances for labeling from the 

latest chunk, which is then used to update the classifier. 

Edge computing will have impact on implementations of Cloud Offloading, Video Analytics, Smart Home and Smart 

Cities [5]. The data accumulated at edge of IoT Environment will be unformatted, unstructured and huge in amount, 

making it big data. To address such challenges the Semantic Web and its derivatives in the form of Linked data and Web 

of data can play a crucial role [1]. 

We found many solutions proposed for targeted environments where streams were captured to learn and predict. A 

predictive maintenance application presented in [17] captures sound data streams to predict wear and tear in machines. 

The edge of IoT environment will have data producing devices. Only the layer above this edge can be used for smart 

applications. In [12] the middle layer of IoT environment is shown to imbibe object abstraction, service composition, 

trust and privacy management and IoT applications. 

 

 

 

Figure 2 Semantics for Moving Data 

 

Recent research consider constraints of edge layer devices in terms of computing power and thus direct research on 

aggregating data collected to semantics. These semantics either new or extension of already developed libraries for 

SSN(Semantic Sensor Networks) . Big data is more valuable when we can make quick analysis [18]. A network of 

networks of sensory devices is basic assumption for any smart decision making system. Discussion on smart cities elicits 

different architectural requirements for multi-layered network [19]. Decision making at cloud level is discouraged as its 

latency will not permit timely decision making. Pushing the goal to lower levels, a new decision making layer is 

proposed. This fog layer is above the edge of network that contains sensors [3]. An anticipatory learning model has been 

presented in [3] that suggest utilizing sensor data at edge level and up streaming it to fog layer for contextualization and 

further up-streaming to cloud for predicting next data values of sensors at edge layer. They have presented an 

anticipatory behavioral pattern on a transit system. Exploiting data streams to make a learning system is major discussion 

among such scenario [20] [21] [16] [22] [10] [23] [8] [24] [25] [26] [7] [17]. 
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Figure 3 Scenario for Data Stream Learning in IoT 

 

Ontology development for overall system has become inevitable [27]. Dimensionality reduction requires very powerful 

computers. This leaves out vast research area to implement such solutions at lower levels of data processing hierarchy 

[4]. Data abstraction challenge that will be faced by edge computing service discussed in [5] will remain prominent 

among related research areas in near future. Symbolic reasoning based on ontology is combined with complex event 

processing to develop a real-time stream reasoning approach [21]. Although in infancy, the approach is promising if 

further work in done in underlying methods for data extraction and abstraction. Extracting higher level information from 

raw sensory data has many applications [28]. Utilizing cloud resource has become reality now. Using cloud for analysis 

of IoT data [2] can give results but with latency that cannot be accepted in making quick decisions like evacuating some 

parts city based on rain water log and drainage failure. 

 

Table 1 Literature Survey 

 

No. Area of Work Related Word found in 

1 Data Stream Learning [24] [21] [6] [7] [15] 

2 Problem Specific Implementation [17][15] 

3 Data Management Framework at Fog Layer [13] 

4 Survey on IoT with proposed framework [13][24][1][9][2] 

5 Semantic and Ontology Based Solution [1] [21][29][28] 

 

A tabular representation of how recent researches have focused on Data Stream mining is represented here. 

 

4. CONCLUSION 

This paper discusses state of research at various levels of network hierarchy for supporting an intelligent stream learning 

system. It introduces the basic concepts related to this research area. It then explores possibilities in existing research for 

desired model. It shows that for requirement specific applications, models have been implemented that apply Stream 

Learning concepts. Models can be developed based on specialized requirements in specific IoT environments. Machine 

learning techniques can be exploited to formulate mathematical models on stream data. The area of research for Data 

Stream Learning is emerging. 
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