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Abstract— In this proposed contribution, we derive Gabor features of the face images both while training and testing 

experiments.  Later we use a ARTMAP for classification that merges two somewhat customized ART-1 or ART-2 units 

into a supervised learning structure wherein the 1st unit accepts the input data (training set of images) and the 2nd 

unit acquires the accurate output data (image labels), after that are used to create the lowest possible adjustment of 

the vigilance parameter in the 1st unit so as to make the accurate classification. Our results of experiments show that 

performance comparable with the computationally intensive evolutionary methods could be achieved in much less 

time. 
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I. INTRODUCTION 
 

Among various biometrics, face recognition has attracted a lot of attention because it has several advantages over other 

biometric technique. Research in automated face recognition has been conducted since past few decades. Even though 

many face analysis and face modelling techniques have proposed significantly in the last decade, however, the reliability 

of face recognition systems still poses a great challenge to the scientific community. Face recognition (FR) has been 

extensively studied, due to both scientific fundamental challenges and current and potential applications where human 

identification is needed. FR systems have the benefits of their non intrusiveness, low cost of equipments and no user 

agreement requirements when doing acquisition, among the most important ones. Nevertheless, despite the progress 

made in last few decades and the different solutions proposed, FR performance is not yet satisfactory when more 

demanding conditions are required (different viewpoints, blocked effects, illumination changes, strong lighting states, 

etc). With this motivation in view face recognition system employing Gabor filter for feature extraction and ARTMAP 

[1] for classification is presented in this paper. Prospective to adjust fresh patterns indefinitely, capability to maintain 

earlier learned knowledge and because of its exclusive solution to a stability-plasticity problem motivates the use of 

ARTMAP as classifier. The dilemma of extended training period and without forgetting the previous learnt data 

incremental learning is also overcome by using ARTMAP.  

 

II. FEATURE EXTRACTION USING GABOR FILTER  
 

The characteristics of a Gabor filters, particularly for orientation and frequency representations, can be equivalent to like 

human visual system and these are predominantly suitable for texture representation and discrimination. With Gabor 

filter features, straightly extracted from gray level images, are extensively and successfully utilized to diverse pattern 

recognition tasks [2,3,4]. Within a spatial domain, the 2-dimentional Gabor filter is the Gaussian kernel function that is 

modulated with a sinusoidal plane wave, which may be represented as follows: 

 

𝚿𝛚,𝛉 𝒙,𝒚 =
𝟏

𝟐𝛑𝝈𝟐
𝐞𝐱𝐩  –

𝒚′ + 𝒚′𝟐′

𝟐𝝈
 𝐞𝐱𝐩 𝒋𝝎𝒙′                                            𝟐.𝟏  

𝒙′  = 𝒙 𝒄𝒐𝒔 𝜽 + 𝒚 𝒔𝒊𝒏 𝜽,    𝒚′  = −𝒙 𝒔𝒊𝒏 𝜽 + 𝒚 𝒄𝒐𝒔𝜽                                             
Here  (𝑥, 𝑦) represents pixel position within a spatial domain, (𝜔) represents central angular frequency of a sinusoidal 

plane wave, (𝜃) represents anti-clockwise rotation of a Gaussian function, and (𝜍) is the sharpness of a Gaussian 

function along the directions (𝑥) and (𝑦) . Generally set (𝜍)  is set to (𝜍 ≈  𝜋 ∕ 𝜔 )  which defines the relationships 

between σ and ω. A Gabor filters having the diverse frequencies and orientations that forms a Gabor filter bank, has been 

utilized to derive most expressive important features of face images. A Gabor filter bank with 5 frequencies and 8 

orientations is utilized in most applications [8]. Fig. 2.1 represents the real parts of Gabor filter bank employing five 

dissimilar scales and eight dissimilar orientations, depicted in equation below:  

𝝎𝒎  =  
𝝅

𝟐
 𝐗 √𝟐−(𝐦−𝟏)   ,𝜽𝒏 =  

𝝅

𝟖
  𝒏 − 𝟏                                                          (𝟐.𝟐)  

                   Where (m = 1, 2… 5) and (n = 1, 2… 8)  

For extracting Gabor features the given input greyimage 𝐼(𝑥, 𝑦) is convolved with a Gabor filter Ψω, 𝜃 𝑥, 𝑦  that obtains 

Gabor features depiction as: 

𝑮𝒎,𝒏   𝒙,𝒚 =  𝑰 𝒙,𝒚 ∗  𝝍 𝝎𝒎 ,𝜽𝒏 
  𝒙,𝒚                                                                       (𝟐.𝟑)   
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In the above expression, 𝐺𝑚 ,𝑛    𝑥, 𝑦  is the complex convolution that can be decomposed into real and imaginary (even or 

odd) parts by with: 

 

𝑬𝒎,𝒏   𝒙,𝒚 =   𝑹𝒆 𝑮𝒎,𝒏   𝒙,𝒚       𝒂𝒏𝒅   𝑶𝒎,𝒏   𝒙,𝒚 = 𝑰𝒎 𝑮𝒎,𝒏   𝒙,𝒚         (𝟐.𝟒) 

 

Depending upon these outputs, the phase (ɸ
𝑚 ,𝑛   

 𝑥, 𝑦 ) and magnitude responses (𝐴𝑚 ,𝑛    𝑥, 𝑦 ) both are derived, i.e.: 

 

 

𝑨𝒎,𝒏   𝒙,𝒚  =   𝑬𝟐
𝒎,𝒏   𝒙,𝒚 +   𝑶𝟐

𝒎,𝒏   𝒙,𝒚   

ɸ
𝒎,𝒏  

 𝒙,𝒚 =
𝐚𝐫𝐜𝐭𝐚𝐧    𝑶𝒎,𝒏   𝒙,𝒚  

  𝑬𝒎,𝒏   𝒙,𝒚 
                                                                         (𝟐.𝟓) 

 

An example of the magnitude information from a Gabor face representation resulting from a testing face image is shown 

in Fig. 2.2. 

 

 
Figure 2.1:  Real parts of a Gabor filter with 5 x 8 scales and orientations. 

 

 

 
 

Figure 2.2: An example of the Gabor magnitude output: a sample image from ORL database (a) and the 

magnitude output of the filtering operation with the entire Gabor filter bank of 40 Gabor filters (b). 

III.  ADAPTIVE RESONANCE THEORY 

 

Adaptive resonance theory (ART) is a hypothesis created by Stephen Grossberg and Gail Carpenter after thoroughly 

researching on information processing by the human brain [1,5] . The human brain has the unique ability as a primitive 

function to group objects and concepts and to think abstractly to perform clustering. ART is widely used for pattern 

recognition, clustering and prediction. The plasticity stability problem has been solved using Adaptive resonance theory. 

The Adaptive resonance theory1 (ART1) was generalized to accommodate both digital as well as analog data. Resonance 

pertains to the resonant of neural network in which a category prototype is matched to an input vector. ART matching 
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tries to achieve this resonant state, which permits learning. This is analogous to concept drift, in which the statistical 

properties of a target variable change over time in unpredictable ways [6]. In unsupervised ART nets, input patterns may 

be applied several times and in any order. Each time a pattern is applied, an appropriate cluster unit is chosen and related 

cluster weights are adjusted to let the cluster unit learn the pattern. In such nets, choosing a cluster is based on the relative 

similarity of an input pattern to the weight vector for a cluster unit, rather than the absolute difference between the 

vectors (that is used in SOM nets). As in most cases of clustering nets, the weights on a cluster unit may be considered to 

be an exemplar (or code vector) for the patterns placed on that cluster [7]. ART nets are designed to allow the user to 

control the degree of similarity of patterns placed on the same cluster. This can be done by tuning the vigilance parameter 

in such nets. In ART nets, the number of clusters is not required to be determined previously, so the vigilance parameter 

can be used to determine the proper number of clusters in order to decrease the probability of merging different types of 

clusters into the same cluster. Moreover, ART nets have two other main characteristics, stability and plasticity. Stability 

means a pattern not oscillating among different cluster units at different stages of training, and plasticity means the 

ability of net to learn a new pattern equally well at all stages of learning. 

3.1 ART1  

It is a type of ART, which is designed to cluster binary vectors [1,9]. Bidirectional connections exist between the input 

layer and the output layer. ART1 is an unsupervised learning model specially designed for recognizing binary patterns. It 

typically consists of an intentional subsystem, an orienting subsystem as shown in Fig. 1, a vigilance parameter and a 

reset module. The vigilance parameter has considerable influence on the system. High vigilance produces higher detailed 

memories such as fine categories etc, while lower vigilance results in more general memories. The ART1 attentional 

subsystem has two competitive networks, comparison field layer F1 and the recognition field layer F2, two control gains, 

Gain1 and Gain2 and two short-term memory (STM) stages F1 and F2. Long-term memory (LTM) traces between F1 

and F2 multiply the signal in these pathways. 

 

 

 

Figure 3.1.1: Structure of ART1 

 

Two layers are included in the attentional subsystem, connected via bottom-up and top-down adaptive weights 

[fig.3.1.1]. Their interactions are controlled by the orienting subsystem through a vigilance parameter. 

Depending on the similarity between the top down weight and the input vector, the cluster unit is allowed to learn a 

pattern or not. This is done at the reset unit, based on the signals it receives from the input and interface portion of the F1 

later. If the cluster unit is not allowed to learn, it becomes inhibited and a new cluster unit is selected for learning. It 

dictates the three possible states for F2 layer neurons; they are namely active, inactive and inhibited. The difference 

between the inactive and inhibited is that for both the cases activation state of F2 unit is zero. In its inactive state, the F2 

neurons are available in next competition during the presentation of current input vector which is not possible when the  

F2 layer is inhibited. 

 

3.2 ART2 

ART2  is  similar  to  ART1,  can  learn  and  recognize  arbitrary  sequences   of analog input patterns. ART2 is designed 

to perform for continuous-valued input vectors the same type of tasks as ART1 does for binary-valued input vectors [7].   

The capability of recognizing analog patterns is significant enhancement to the system. A typical ART2 architecture is 
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illustrated in Figure 3.2.1. The F1 layer consists of six types of units (W, X, U, V, P, and Q units). There are n units of 

each of these types, where n is the dimension of an input vector.  

 
 

Figure 3.2.1: ART-2 Basic Configuration 

The differences between ART2 and ART1 are : 

 The modifications needed to accommodate patterns with continuous- valued components. 

 The F1 field of  RT2 is more complex because continuous-valued input vectors may be arbitrarily close together. The 

F1 layer is split into several sunlayers. 

 The F1 field in ART2 includes a combination of normalization and noise suppression, in addition to the comparison 

of the bottom-up and top- down signals needed for the reset mechanism. 

 The orienting subsystem also to accommodate real-valued data. 

The main advantages of ART2 are: 

 Rapid learning and adapt ability to a non-stable environment. 

 Stability and plasticity. 

 Unsupervised learning of preferences behavior that the target does not know at initial step. 

 Deciding the number of clusters exactly and automatically. 

 The learning laws of ART2 are simple though the network is complicated The learning laws of ART2 are simple 

though the network is complicated 

 

3.3 ARTMAP 

ARTMAP also known as Predictive ART [1] is a supervised neural network that comprises of two unsupervised ART 

modules, ARTa (ART1) and ARTb (ART2), and an inter-ART module called a map-field ( Figure 3.3.1 ). An ART 

module has three layers of nodes: input layer F0, comparison layer F1, and recognition layer F2. The F2 layer is connected 

through weighted associative links to an L node map field Fab , where L is the number of classes  in the output space. One 

of the main reasons for the successful classification of nonstationary data sequences by ARTMAP is its ability to 

recalibrate the vigilance parameter based on predictive success.  

 
Figure 3.3.1: ARTMAP Architecture Basic Configuration 
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Inter-ART module incorporates a Map Field which manages the learning of an associative map from ARTa  recognition 

categories to ARTb recognition categories. This map does not directly associate exemplars a and b, but rather associates 

the compressed and symbolic representations of families of exemplars a and b. The Map Field also controls match 

tracking of the ARTa vigilance parameter. A mismatch at the Map Field between the ARTa  category activated by an 

input a and the ARTb category activated by the input b increases ARTa  vigilance by some minimum amount needed for 

the system to search for and, if necessary, learn a new ARTa  category whose prediction matches the ARTb category. 

 

IV. PROPOSED ALGORITHM 

 

The initial input vectors have the form: a = (a1, . . . , an) ∈ [0, 1]
n 

which are derived using Gabor filters. A data pre-

processing technique called complement coding is performed in the two fuzzy art module by the Fo
a
 (and Fo

b 

respectively) layer in order to avoid proliferation of nodes. Each input vector a produces the normalized vector A = (a, 1 

− a) whose L1 norm is constant: |A| = n. 

Let Ma be the number of nodes in F1
a
 and Na be the number of nodes in F2

b
. Due to the preprocessing step, Ma = 2n. W

a
 

is the weight vector between F1
a
 and 𝑤𝑗

𝑎𝑏 . Each F2
a
  node represents a class of inputs grouped together, denoted as a 

“category”.  Each F2
a
 category has its own set of adaptive weights stored in the form of a vector 𝑤𝑗

𝑎   , j= 1,….., Na whose 

geometrical interpretation is a hyper-rectangle inside the unit box. For a classification problem, the class index is the 

same as the category number in  F2
b
 , thus ARTb can be simply substitute an Nb−dimensional vector. The Mapfield 

module allows fuzzy artmap to perform heteroassociative tasks, establishing many-to-one links between various 

categories from ARTa and ARTb, respectively. The number of nodes in Mapfield is equal to the number of nodes in F2
b
 . 

Each node j from F2
a
 is linked to every node from F2

b
 via a weight vector   𝑤𝑗

𝑎𝑏  . The learning algorithm is sketched 

below 

 
 

Let J be the node with the highest value computed as in eq. (6.5.1). If the resonance condition from eq. (6.5.2) is not 

fulfilled, then the J
th

 node is inhibited such that it will not participate to further competitions for this pattern and a new 

search for a resonant category is performed. This might lead to creation of a new category in ARTa.  

𝜌  𝐴,    𝑤𝑗
𝑎 =

 𝐴 ˄    𝑤𝑗
𝑎    

 𝐴 
  ≥ 𝜌 𝑎                                                             (4.2) 

 

A similar process occurs in ARTb and let K be the winning node from ARTb. The  

F2
b
 output vector is set to: 

𝑦𝑘
𝑏 =    

1,
         𝑖𝑓

0,

      
𝑘 = 𝑘

− − − −
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

       𝑘 = 1,… . .𝑁𝑏                                       (4.3) 

An output vector X
ab

 is formed in Mapfield:   𝑋𝑎𝑏 = 𝑦𝑏  ˄    𝑤𝑗
𝑎𝑏 . A Mapfield vigilance test controls the match between 

the predicted vector X
ab

 and the target vector y
b
 :   

|𝑋𝑎𝑏 |

|𝑦𝑏 |
 ≥ 𝜌𝑎𝑏                                                                                                         (4.4) 

Where ρab ∈ [0, 1] is a Mapfield vigilance parameter. If the test from eq. (6.5.4) is not passed, then a sequence of steps 

called match tracking is initiated (the vigilance parameter ρa is increased and a new resonant category will be sought for 

ARTa); else the learning take place in ARTa, ARTb and Mapfield:  

 

 

 

V. EXPERIMENTAL RESULTS  

 

Following graphs shows the results obtained for four standard publically available face databases (ORL, YaleB, IFD and 

AR) with the ARTMAP method. 
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Figure 5.1: Accuracy (%) s for ORL Face Database 

 

 
 

Figure 5.2: Accuracy (%) for YaleB Face Database 
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Figure 5.3: Accuracy (%) for IFD Face Database 

 

 
 

Figure 5.4: Accuracy (%) for AR Face Database 

 

VI. CONCLUSION: 

 

The performance of the ARTMAP algorithm is tested for four different databases with different types of variations viz. 

Expressions, illumination, pose and occlusion. The result of the proposed technique has better overall recognition rates. 

For ORL face database (fig.5.1) at lower number of training images (3 & 4 training images) improvement in accuracy is 

around 9 to 10% using Gabor features as compared to only ARTMAP. For YaleB face database (fig.5.2) at lower number 

of training images (2 to 6 training images) improvement in accuracy is between 12% to 21% using Gabor features as 

compared to ARTMAP alone. For IFD face database (fig.5.3) at lower number of training images (1 and 2 training 

images) improvement in accuracy is around 10% to 11%. For AR face database (fig.5.4) with partially occluded face 

images the maximum improvement in accuracy is around 21% at lower number of training images (3 and 4 training 
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images). The proposed method is thus capable to handle different variations in face images such as expressions, pose, 

illumination and occlusion. 
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