
 

 

International Journal of Technical Innovation in Modern 

Engineering & Science (IJTIMES) 
Impact Factor: 5.22 (SJIF-2017), e-ISSN: 2455-2585 

Volume 5, Issue 06, June-2019 

 

IJTIMES-2019@All rights reserved   436 

DEVELOPING A MATHEMETICAL MODEL USING MACHINE LEARNING 

IN FAULT DIAGNOSIS OF AUTOMOBILE SYSTEMS 
 

Vinayak P B
1
, Madhusudan K

 2 

 

1
Assistant Professor, Department of Mechanical Engineering, New Horizon college of Engineering, Bangalore. 

2
Assistant Professor, Department of Mechanical Engineering, New Horizon college of Engineering, Bangalore. 

 

Abstract— Online fault diagnosis system level for a mechatronic system makes use of  a number of sensors which 

provide number of data from various components that they are linked with the help of the reliability of any system. It 

increases reducing the run time error by providing accurate results from the previous data measurement. The current 

technological development in automobile industry demand Accuracy and Precision more than anything to meet such 

high expectations. One must incorporate the knowledge of various learning techniques which provide a gateway to 

overcome this reverberating situation. This is where machine learning plays vital role because of number of options it 

provides to solve a particular problem. Decision tree and regression techniques being one among them are the ones 

incorporated here in order to perform fault diagnosis on any system. The interrelations between all the sensor 

measurements must be timely monitored to collect data which can be put in any one of the machine learning 

technique to enhance the output. 

This is challenging and often demands for better understanding of the techniques so as to select the best one for our 

problem which in the end generates the required output in this project. We try to enhance the diagnosis process with 

the help of basic level machine learning techniques which meet the preliminary requirements of the data collected 

from automobile that is the Go Kart which we made use of. A sufficient amount of data is collected with the help of 

sensors and then later used for enhancing the output of the system. 
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I. INTRODUCTION 

 

Machine learning is one of the fastest growing interdisciplinary areas of Engineering, with wide range of applications. 

The project aims to introduce machine learning, and the algorithmic paradigms it offers, in a principled way. It is one of 

the technique from which computers can learn from input available to them. The algorithm learns by the input data we 

are giving which inturn represents an experience on a particular task. The learning depends majorly of the data we have 

collected. We are trying to study particular pattern a data is exhibiting. So the data collection has to be genuine. 

 

EXISTING FAULT DETECTION PROBLEMS: 

The correct diagnosis of fault is of utmost importance automotive systems both from safety and maintenance point of 

view. These systems consists of software and hardware components. High level of automation with software assistance is 

continuously being used. Up to recent driver assist was provided in the form of warnings, but increasingly such assistance 

will be provided by actively manipulating actuators that control vehicle longitudinal acceleration and deceleration, lateral 

position, and vertical displacement. The long term trend is towards partial or even fully autonomous operation of a single 

vehicle, or even of fleets of vehicles.  

Usually the fault diagnosis is conducted offline in the present scenario i.e when the vehicle in not in its functioning mode. 

The challenge now is to do an online diagnosis so that preventive or corrective actions can be taken immediately to avoid 

major altercations. But for this the challenge is to correctly predict the fault with minimum error. Also the time taken for 

this correct diagnosis of the fault plays a key role. 

Failure diagnosis goes beyond fault detection by providing extended information on the underlying cause of a system 

failure. Failure diagnosis is distinguished from fault detection in that detection aims mainly to determine that some fault 

occurred, while failure diagnosis might reveal what kind of fault occurred, what component(s) is/are responsible, and what 

caused the fault.  

 

LOGISTIC REGRESSION IN MACHINE LEARNING: 

Classification problems are an important category of problems in analytics in which the response variable (Y) takes a 

discrete value. The primary objective is to predict the class of a customer (or class probability) based on the values of 

explanatory variables or predictors. 
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logistic regression estimate probability of one class of event   

Logistic Function (Sigmoidal function) 
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II. Experiment  

 

Model Building: 

The data is obtained from a GO-KART engine. The variables selected for the evaluation of fault diagnosis are Coolant 

temperature, Engine Load, Engine rpm and Intake manifold pressure. A total of 150 observations were recorded. 

 

 

Coolant 

Temp 

Eng 

Load 

RPM Intake 

Manifold 

Pressure 

Air 

Intake 

Temp 

Fault 

Detected 

Fault 

80 33 1009 49 59 NO 0 

80 32 1003 52 59 NO 0 

80 32 995 51 59 NO 0 

80 32 1004 51 60 NO 0 

80 32 1005 49 60 NO 0 

81 32 1019 50 60 NO 0 

81 33 1002 49 60 NO 0 

81 33 1001 50 60 NO 0 

81 33 1004 52 59 NO 0 

81 32 1010 52 58 NO 0 

81 34 1008 49 59 NO 0 

91 34 1005 50 59 NO 0 

81 34 1004 51 62 YES 1 

91 32 998 53 60 NO 0 

81 34 999 68 63 YES 1 

81 37 1589 47 64 YES 1 

81 26 2955 33 65 YES 1 

82 36 1050 50 65 YES 1 

77 29 1005 46 42 NO 0 
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The probability is mathematically represented by the below formula: 

 

P(Y=1) = 

 

 

Where, 

Z=β0+β1X1+ β2X2+ β3X3+ β4X4 

Where, β0,β1, β2, β3, β4  are constants 

X1= Coolant temperature; 

X2= Engine Load; 

X3= Engine rpm; 

X4= Intake manifold pressure 

 

 
 

Using Rattle for model building the equation obtained is as below 

Z= -21.037 + 0.087*X1 + 0.164*X2 + 0.0034*X3+ 0.074*X4 

 

 

III. Result and Discussion 

 

Model Validation  

 

Classification Table (Cut-Off Probability = 0.5) 

 0  1  

0 98 (TN) 7(FP) 

1 14(FN) 31 (TP) 

 

SENSITIVITY = TP/ (FN+TP) = 0.688                                 

 

 

SPECIFICITY = TN/ (TN+FP) = 0.9333                          

                                     

                                                           

PRECISION = TP/ (TP+FP) = 0.815   
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ROC Curve 

 

 

 
 

IV. Conclusion 

 

The ROC Curve built for the Model is giving the Area Under the Curve value of 0.88 which can be considered 

satisfactory. The Specificity value of the model i.e the accuracy of the model to correctly predict no maintenance 

required when no actual maintenance required is 93.33 % which is acceptable from the Insurance application point of 

view. 
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