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Abstract— Cloud computing is a new resource provider, the easiest way to access users to access various 

system resources. In many areas, extensive job security is common in scientific and analytical analysis. 

One of the most challenging issues to determine the exact size of applications in the workshop for several 

days. In this paper, the amount of vaccination is considered less than the total rental cost. Innovation of 

this work applies to this purpose, which is generally considered to be least and almost realistic. An internal 

programming model has been created for the observed problem. On the basis of a tree tree, Precedence 

Tree based Heuristic (PTH) has been developed, three of which are architectural structures. According to 

the initial program, two improvements were introduced. There are several workflow tables compared to the 

current stages of the problem depending on the proposed mode. Experience and performance data 

performance and display algorithm performs and performs. 
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I. INTRODUCTION 
 

CLOUD is a new market-based computing model that provides convenient access to shared computing resources (e.g., 

networks, servers, and storage), which is seamlessly and directly distributed. In the cloud, the resources are owned by 

Cloud Service Providers (CSPs) and are packaged as services. Specifically, consumers do not have to have resources that 

are not expensive and have low cost maintenance and maintenance costs. By leasing the resources from service providers 

to their needs, customers pay out when they benefit from cloud computing services. In other words, cloud computing 

makes it easier for users to access resources anywhere, and at any time with great enhanced convenience and at very low 

cost. 

Typically, a wide range of user requirements are represented by applications in the workflow that describe scientific and 

commercial analysis applications . In addition to the complexity of tasks in the workshop applications, a variety of 

resources, alternate resource alternatives and alternate rental resources make it difficult to solve the workflow in cloud 

computing. In addition, many consumers do not have the knowledge of how to sell resources from the CSP (or what 

resources to lease, how long and how long) to sell. Therefore, the cloud workflow schedule is very complex. If this issue 

is not properly handled, users are spending huge amounts of money to solve their cloud computing problems. 

In workflow applications, seasonal workflow is a simple type of application that is commonly found in complex 

scientific and commercial analysis. For example, the weather every day is predicted. Profit growth rates are analyzed 

each month. Gravitational waves are calculated every year in the universe, (LIGO). Such applications may be executed 

periodically, for example, hourly forecasting (work flow application) model to calculate weather information and weather 

forecast for customers to collect weather data per hour. Figure 1 describes relationships between users and CSP. 

Customers send seasonal work flow applications to CSP. In each workshop of time, some limited service restrictions 

(QoS) have. 

Applications in the workflow are generally limited to the deadline, meaning that all tasks are met in accordance with the 

expiration requirements and must meet the CPS resources appropriate enough to reduce the overall rental cost. Various 

features require different types of resources (Virtual Machine Institutions). 

 

II. RELATED WORK 

 

Additionally, CSPs provide alternative services for each card. Each work is run in alternate routes or paths. Moreover, at 

the same time or at the same time can do many resources. Generally, we can assign a function to the function of the 

resource and decrease or extend the run time. In addition, the tasks of different resources will be executed parallel, so in 

the end there are many ways to combine. At the same time, resources can be shared between works during the rental 

period, meaning that the current work in the rental period of the resource can be used by other works. Note that rental 

sources pay for a period of time, if the lease source is not used for the entire period, you will lose that capacity. 
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Therefore, the resource partnership used by unused hire resources can be used for other purposes. Thus, applications in 

complex work can do different ways or ways 

 
Fig 1. Relations Between User and Cloud Service Providers 

 

III. IMPLEMENTATION 
 

A set of workshops with different resource requirements and deadlines is proposed to be integrated into a large workflow 

in a multi-workflow to Synchronization based Workflows Combination procedure (SWC). Resources are unlimited and 

can be shared between different work tasks, and tasks in different workpieces are considered parallel tasks and run 

simultaneously. 

 

A. Workflows Combination and Parameters Initialization (WCPI) 

Precedence Tree based Heuristic (PTH) based inference has been suggested for the study being studied. PTH consists of 

three steps: WCPI integration process, CM and SIP optimization methods. Workflows Combination and Parameters 

Initialization (WCPI) combines multiple workflow features and capabilities and combines them into a large workflow. 

Relative parameters are enabled and used in CM and SIP. Different types of rules are suggested in CM to create an initial 

schedule for the study of the problem. Schedule Improvement Procedure (SIP) has two major optimization operations, 

which reduces the cost of renting resources by adjusting the status and resources 

 

B. Initial Schedule Construction Methods (CM) 

To create a timeline for the problem, determine the main performance execution mode and start the time for each task. A 

church-based enmation schema is created to find a solution to step in this section. Based on the census, a variety of rules 

have been proposed to create a schedule. 

Tree-based calculation process begins with the preference of a mock early task v0. Both groups, including the full CS 

group and the qualifying ES group, are calculated at each level of the computation tree. The full set of CS includes all 

scheduled tasks. Vj operations have been added to all developmental qualifications for the qualifying Group ES in the 

full team CS. 

 

C. Schedule Improvement Procedure(SIP) 

Resources are always used in an unexpected manner in the initial schedules, which means that they require more 

resources at some times, and resources are not scarce in other resources, which may result in higher rental costs. 

Therefore, the Table Schedule Improvement Procedure (SIP) has been developed to balance resource consumption. SIP 

has two processes: one Moving and Mode based Peak Elimination procedure (MMPE) and Resource based Adjustment 

Procedure (RAP). MMPE removes the resource demands by adjusting the schedule and method of early solution. RAP 

reduces leasing cost by reducing cost of resources and raising resources. 

MMPE attempts to move each vj function between estj and lstj, or attempt to change the available mode of execution to 

reduce tipping on the source. In other words, tasks do not work relatively shortly over time and ultimately, balance the 

overall resources consumption 
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Analysis Graphs 

 
Fig. 2  A Sample Bar Chart for Resource Rank 

 

A. This will give an details information about the Resource Ranking  

 

 
Fig. 3  A Sample Bar Chart for VM Memory in kb 

B. This is an VM memory in Kb for an individual file 

 

 
Fig. 4  A Sample Bar Chart for User Memory Usage 
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c. This will give us the User Memory Usage information 

 
Fig. 5 A Sample Bar Chart for User Number of Taks 

d. This will give the memory uses and number of user who is using the VM 
 

IV. CONCLUSIONS 
 

In this paper, the problem of scheduling multiple time periods with regard to the long term resource lease relationship 

between customers and CSP is considered a minimum cost reduction. The PTH method was developed for the study's 

problem, including SWC, three types of basic CM-based construction methods and resource-based scheduling systems 

(SIP)). The proposed PTH has been compared to randomly generated cases with mechanical methods for work schedule 

based on multi-task schedules. Experimental results are the best way to build, regardless of a phase of value with 

dynamics, starting a table, tasks, tasks, styles or resource types. STH can influence PTH performance. The MMPE 

performance execution increases with the number of models increasing, but RAP increases with growth in resource 

sectors. The combination of MMPE and RAP gives the best result compared to other modified algorithms. The proposed 

PTH is compared to algorithms in accordance with an actual simulated cloud. Compared to resource availability with 

demand conditions, PTH provides cost of Montez and LIGO applications. There is a small number of work to schedule 

multiple workshops. The proposed structure and scheduling procedures are easily compatible with other workshop 

scheduling issues 

V. FUTURE ENHANCEMENT 

 

More accurate models can be found in future work to assess the return of workflows. Work is worth considering 

problems with resources that are not shared with the workflow 
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