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Abstract Today’s world is a world of internet, All work can perform with the help of internet.everyone is addicted to it 

from children to older one’s. They spend most of the time on internet by surfing and almost all official unofficial work 

can be done with the help of online services.such as freelancer work, shopping, booking, sharing, etc users not only 

use sites they make reviews and share it as in the form of feedback. In that way sentimental analysis play huge role in 

identifying sentiment of that text.opinion must be positive, negative, neutral.as already research has being done about 

the challenges that determines the aspect of given reviews. In this paper, discuss what additional features has been 

added to it to make better polarity of aspects and make wide dictionary to sentiments better in a graphical on every 

post 
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I.INTRODUCTION 

 

There is a rapid growth in a world wide web from the last few years. Diversity of data is available on the web that 

constitutes the user data. User generated contents include customer reviews, comments, and discussion forums which 

expresses user’s satisfaction/dissatisfaction on the product and its features explicitly. Large numbers of products are sold 

and buying on the Web, websites allow their users to express their thoughts on the product that they buy. As Internet 

grow widely everyone really addicted to us as they share their opinions. So its very tough to read and make an opinion on 

whether to buy the product. Thus, mining this data, classing the text the user opinions and identify them is an important 

task. Sentiment Analysis is an also refer as opinion mining task that deals with finding orientation of opinion in a piece of 

text with respect to a topic. 

 

Three main components of Opinion Mining are[6]: 

1. Opinion Holder: Person that expresses the opinion is opinion holder 

2. Opinion Object: Object on which review is given. 

3. Opinion Orientation: Identify whether the opinion an object is positive, negative or neutral.  

 

Opinion mining is performed at three levels:  

 

1. Document level: the whole document is classified as positive, negative or neutral.  

2. Sentence level: all the sentence is classified as positive, negative or neutral.  

Aspect level: all the document/sentence is classified as positive, negative or neutral for each feature present in the 

document/sentence. 

 

Over the recent years, an emerging interest has been occurred in supporting social media analysis for advertising, opinion 

analysis and understanding community cohesion. Social media data adapts to many of the classifications attributed for 

“big-data” — i.e. volume, velocity and variety. Analysis of Social media needs to be undertaken over large volumes of 

data in an efficient and timely manner. Analyzing the media content has been centralized in social sciences, due to the 

key role that the social media plays in modeling public opinion. This type of analysis typically on the preliminary coding 

of the text being examined, a step that involves reading and annotating the text and that limits the sizes of the data that 

can be analyzed. 

After arriving internet world user doesn’t bother about other opinions' newspaper, surveys, opinion pools, consultants 

because web analytics introduce new system called opinion mining, which is find out the opinions and experience of 

other people over the internet using digital social media network like Facebook, reviews, forums, blogs, Twitter, micro-

blogs, etc., Indeed, according to surveys about 6 in 10 (60%) online shoppers say user generated customer product views 

have a significant or huge impact on their buying behavior.  

In this paper discuss the challenges that used in sentimental analysis and techniques.we enhance by adding bag of words 

to get better results in the future. At every post we put graph of positive negative opinions. In addition to the techniques 

for sentiment analysis, the paper also highlights a number of issues and challenges that need to be overcome for 

sentiment analysis. 
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Related work 

 

M, Yang L, J, (2013) Proposed the system that mining user relations from online discussions using sentiment analysis 

and probabilistic matrix factorization. It has already researched that the aspect based sentiment review is being proposed 

but in future there is very hard to see all reviews for users[2]. 

Xing Fang and Justin (2015) Make an effort to deal with a problem of sentiment polarity categorization. It has also 

performed a promising outcome for both sentence-level categorization and review-level categorization[8]. 

 

 

I. SENTIMENT ANALYSIS 

 

Sentiment analysis is a natural language processing and information extraction task that aims to obtain writers feelings 

expressed in positive and negative comments. Questions and requests, by analyzing large number of documents[7]. For 

example: “ I am so happy today, good morning to everyone”, is a general positive text. Generally speaking, sentiment 

analysis aims to determine the attitude of speaker or a writer with respect to some topic or the overall functionality of a 

document. [2] 

 

 

 

                 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig(a). Sentiment analysis 

 

 NEED OF SENTIMENT ANALYSIS 

 

In recent study statistics by the social media tracking company Technocratic, four out of every few users of internet 

social media in some form. This include friendship networks, blogging and micro-blogging sites, content and video 

sharing sites etc. It is worth observing the world wide web has now completely transformed into a more participate and 

co-creative web. It allows large number of users to contribute in a variety of forms. The Truth is that even those who are 

virtually novice to the technicalities of the web publishing are creating content on the web. In fact the value of site is 

determine largely by its user base, which in turn decide the amount of data available on it. It may perhaps be true to say 

that data is the Intel inside. One such interesting form of user contribution on the web is reviews. Many sites on the web 

allows user to write their experience or opinion about the product or service in form of review. 

 

II. CLASSIICATION OF ALGORITHMS  

 

There are various ways and algorithm to Implement sentiment analysis system. 

1. Ruled-Based System 

2. Automatic System 

3.Hybrid System 

 

A lot of research has been done by researchers in the sentiment analysis domain. A few of the many approaches used for 

sentiment classification are discussed.[5] 

 

1. Naive Bayes (NB) Classifier:  

It is a probabilistic classifier which uses the properties of Bayes theorem assuming the strong independence between the 



 
International Journal of Technical Innovation in Modern Engineering & Science (IJTIMES) 

Volume 5, Issue 03, March-2019, e-ISSN: 2455-2585, Impact Factor: 5.22 (SJIF-2017) 
 

IJTIMES-2019@All rights reserved   1046 

features13. One of the advantage of this classifier is that it requires small amount of training data to calculate the 

parameters for prediction. Instead of calculating the complete co variance matrix, only variance of the feature is 

computed because of independence of features According to this rule, the document d can be classified into class: c*=arc 

Max P(c/d).  

true 

The classifier is derived from the Bayes rule which is given as:  

i. P(c/d)=P(c/d)*P(c)/P(d) 

Where P(c) and P(d) are prior probabilities of the class and the document. P(d) does not play any part in selecting c*.  

Let (fl Fm) be a predefined set of m features that can appear in a document Let n j (d) be the number of times if occurs in 

document d. Then, each document d is represented by the remains constant, the focus is generally on the numerator. 

 

2. Support Vector Machine (SVM) Classifier:  

SVM is a non-probabilistic binary linear classifier. In this study, SVM Model represents each review in vectored form as 

a data point in the space. This method is used to analyze the complete vectored data and the key idea behind the training 

of model is to find a hyper plane represented by W. The set of textual data vectors are said to be optimally separated by 

hyper plane only when it is separated without error and the distance between the closest points of each class and hyper 

plane is maximum. After training of the model, the testing reviews are mapped in-to same space and predicted to belong 

to a class based on which side of the hyper plane they fall on h Feature selection is an important task in machine learning 

techniques. 

 

There are many features that have to be taken into account for text classification, to avoid over fitting and to increase 

general accuracy. SVM s have the potential to handle large feature spaces with high number of dimensions. Also, the 

learning ability of an SVM is independent of the dimension of the feature space. SVM s measure the complexity of the 

hypothesis with which they separate the documents and not the number of features. As long as the text classification 

problem is linearly separable, the number of features in the feature space is not one of the issues.  

To deal with a large number of features, traditional text categorization methods assume that some of the features are 

irrelevant. But even the lowest ranked features according to feature selection methods contain considerable information. 

Considering these features as irrelevant often result in a loss of information. Since SVM s do not require us to make such 

an assumption, information loss can be reduced. It is found that k-NN works best among the conventional methods for 

text classification and SVM s are a better option independent of the choice of parameters. There is also an automatic 

review classifier based on SVM known as SVM1igh,. This program been used extensive in the subsequent research 

involving Though SVM outperforms all the traditional methods for sentiment classification, it is a black box method. It is 

difficult to investigate the nature of classification and to identify which words are more important for classification. 

These are the techniques that we already see in research for analysis sentiments of textual data. Now we see with the help 

of methods 

Textual data, and sentimental analysis such as positive, negative, or neutral is detected.  

 

 BAG OF WORDS AND COMMENTS 

 

The main process of sentiment analysis is to compare the 

Word crawled from social networking site with the bag  

Of words (BOW) containing positive and negative words. 

 

Some of the Words and its classification are given  

  

 

        Amazing 

 

     Annoying  

 

        Beautiful 

 

      Cheating  

 

         Happy 

  

         Bad 

 

       Gorgeous 

 

      Impolitely 

 

        Ecstatic 

    

       Hideous 

 

       Fantastic 

 

      Accursed 

 

        Pleasent 

 

    Overblown 

 

         Marvelous 

 

     Perplexing 

  

Table(a)  Few List of Positive and Negative words from bag of words 
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III    METHODOLOGY 

 

Comments are collected from the database. Collected comments are stored as data set and is reprocessed and parsed by 

removing common unwanted words, symbols, characters, numbers and converts the upper case letters to lower case 

letters. After reprocessing, the sentiments will be analyzed. Each sentence is provided with sentiment value, based on this 

sentiment value the data is cataloged as positive or negative. Then by using a web application, the result are displayed to 

the users. 

 

 
Fig (b): Working of System 

Following are the steps for working of systems: 

1) Data Acquisition :  

In this data acquisition, data are gathered from different relevant sources such as web crawling, twitter tweets, online 

review, newsfeeds, document scanning etc 

 

2) Preprocessing :  

It is used to remove noisy, inconsistent and incomplete data. For doing the classification, Text preprocessing and feature 

extraction is a preliminary phase. 

 

   Preprocessing involves 3 steps: 
 

1. Data Acquisition  

In this data acquisition, data are gathered from different relevant sources such as web crawling, twitter tweets, online 

review, news feeds, document scanning etc 

 

2. Reprocessing  

 

It is used to remove noisy, inconsistent and incomplete data. For doing the classification, Text reprocessing and feature 

extraction is a preliminary phase. 

 

3. Token or segmentation 

 

It is the process of splitting a string of written language into its words. Text data consists of block of characters referred 

to as tokens. So the documents are being separated as tokens and have been used for further processing  

 

 Removal of stop words 

 

Stop words are words which contain little informational. It includes English stop words such as “and”, “the”, “a”, “it”, 

“you”, “may”, “that”, “I”, “an”, “of” etc. which are considered as ‘functional words’ as they don’t have meaning With 

the help of eliminating stop words from the index, the index size can be reduced to about 33% for a word level index.  
 

1 Stemming:  

Different Stemming methods are commonly referred as stemming algorithms or steamers. For English, the steamer 

example are that, it should identify the string “cats”, ” catty” as based on the root word “cat”, and also “walks”, 

“walked”, “walking” as based on the root word &quot;walk&quot; 
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2 Sentiment Extraction: 

 

It provides valuable things from text mining so that it can provide information that helps in improving decision and 

processes. It includes ways such as sentiment analysis, document imaging, fraud analysis etc [7]. After removing of noisy 

data from the only important and useful data for sentiment analysis is extracted in this section. 

 

3 Sentiment & graph analysis: 

 

Data classifying and identifying is all about to tag the data so it can be created quickly and efficiently. Classification can 

help an organization to meet authorized and regulatory requirements to retrieve specific information within a specific 

time period, and this is most important factor behind implementing various data classification technology. 

 

IV  Polartity Detection 

 

Extending the government’s 

EV focus, Tata are trying to 

make vehicles more accessible 

to private consumers 

 

      Positive 

 

Companie trying to make EVs 

marketable . 

 

        Positive 

Electric car’s can drain battery 

level out before reaching a  

charging point. 

 

        Negative 

#Tata motors  have big 

markets in India  

 

        Positive 

Table(b). Sentiment Analysis data 

 

Polarity is determined on the basis of majority of opinion words, if the number of positive words is more.what’s the 

aspect of the sentence is positive otherwise the polarity is negative.as summary created by system. Collect Comments 

from Tata Motors. 

 

Follower Graph does contribute to the accuracy. Also, it can be noted that addition of follower edges does not play any 

role in reducing the error.[3] 

 

 
 

Fig. Feature based System performance graph 

 

V   CONCLUSION 

 

         Social media Monitoring has been growing very rapidly so there is a need to analyze customer behavior or attitude 

or opinion of people on various advertisements, articles, posts, news etc and can check the attitude of User and their 

opinion on particular post, product, movie etc[1]. In this paper talk about sentimental analysis and different technique use 

to it for making aspects better understanding and while studying I notice now a day’s no one has time to sit and read all 
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the reviews for that purposed system to analysis word by harvesting and then their graphical represent whether it’s 

positive or negative, already there must work by researcher. In this every comment post by user their instant view of 

graphical no need to sitting and reading reviewing in sites. 
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