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Abstract— An offline handwritten Kannada word recognition system using Support Vector Machine (SVM) as 

classifier is described in this paper. The character recognition system generally involve three major steps namely, 

preprocessing, feature extraction and classification. In our work in the preprocessing section some of the image 

processing techniques such as RGB to gray conversion, Binerization, Line segmentation and character segmentation 

of scanned document are implemented. In the feature extraction section zonal feature extraction method is used to 

extract the feature vectors, Later these features (Zonal) given as inputs to Support Vector Machine   (SVM) classifier 

individually. There by we obtained results.      

In order to evaluate the performance of our proposed Optical Character Recognition (OCR) system, 1050 samples of 

Kannada alphabets written by various people in various styles are made used. Part of this data set is used to train the 

SVM and remaining part is used to test the performance of SVM. We achieved satisfactory recognition rate of around 

75%. 
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I. INTRODUCTION 

 

Character recognition is method of recognizing characters from scanned image and converts it into American Standard 

Code for Information exchange or alternative equivalent machine editable form. This improves the interface between 

man and machine in numerous applications. In future days, Kannada character recognition system would possibly 

functions a key issue to form paperless atmosphere by digitizing and process existing paper documents. This 

method presents an innovative technique to acknowledge written Character. This method will be classified in 2 classes. 

1) Offline character recognition method 2) Online character recognition--method 

The offline character recognition method will more split into holistic segmentation approach. In holistic approach word is 

treated as whole and processed however in segmentation approach every character is separated then processed, in offline 

recognition method, document is initial created, digitized, hold on in pc then it's processed. Just in case of on--

line character identification method, characters square measure processed whereas it's beneath creation. Change of 

manually written characters is critical for making a few imperative records identified with our history, for example, 

original copies, into machine editable shape so it can be effectively gotten to and saved. To lessen the exercise in futility 

associated with composing articles e.g. Kannada daily papers. Valuable under tight restraints processing in banks, all sort 

of shape preparing frameworks, written by hand post address determination and some more. 

Kannada is the official dialect of Karnataka,, More than thirty million individuals talk Kannada as their primary 

language . Around eleven million individuals utilize Kannada as the second dialect. Kannada has got its own content 

derived from Brahmi content. Kannada has a base arrangement of 49 Characters. They are ordered into three categories: 

Swara (vowels), Vyanjana (consonants), and Yogavahakas. There are 13 vowels, 34 consonants and 2 Yogavahakas.   

The Fig. 1 represents the Kannada varnamale. 
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Fig. 1 Kannada varnamale 

 

II. METHODOLOGY 

 

 
 

 Fig. 2 Methodology 

 

1. Image pre-processing  
       When an image is fed into the MATLAB handwriting recognition system from the scanner, it is vital to process the 

image using standard image-processing techniques for easy and appropriate data acquisitions. Noise is the most common 

portion of the image that has to be discriminated and removed. The following pre-processing techniques as shown in 

Fig.2 are used to remove noise and extract individual character handwritten data in MATLAB. 

 

A. Grey-scaling of RGB image 
The need for converting to Grayscale is to reduce the processing time for the algorithms; RGB Images are not required to 

processing. 

 

B. Removing of Small Object 
The gray image contains some small object, so it remove all small object using BWAREAOPEN operation, this 

operation will remove all small pixel object and it remove small pixel object based on user need and here in our work it 

removing all small object whose size less than 50 pixel. 

 

C. Binarization of image 
Binarization converts gray-scale image into binary image. During binarization the gray image pixel values with intensity 

greater than half of the full intensity will be made as ‘1’, which means white and gray image intensity pixel values with 

intensity less than half of the full intensity will be made as ‘0’ , which means black. 

 
D. Inversion  
Inversion is the process of changing binary image pixel value 1 to 0 which means white color is changed to black and 

binary image pixel value 0 to 1 which means black color to white. This process is important in extracting a character 

efficiently   from image if it as only one color which is distinct from the background color. 
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2. Segmentation 

 Segmentation is the process of extraction an individual character from a document this is done in two steps.  

1) Line segmentation.  2) Character segmentation. As Kannada is a non cursive script, and individual character in word 

are isolated. Spacing between the characters can be used for the segmentation. Line segmentation extracts lines from a 

given image.  

Steps to be followed for the line Segmentation is as follows: 

1. Scan the image horizontally and identify the non-zero rows between zero rows. 

2. Extract the non-zero row from the image that acts as line segment.  

3.  Repeat the step 1 and 2 for the remaining image until all lines are extracted from the image. 

Steps to be followed for the line Segmentation is as follows: 

1. Scan the line segmented image from the above line segmentation process vertically and identify the non-zero column 

between zero columns. 

2. Extract the non-zero column from the line segmented image that acts as individual character. 

3. Repeat the step 1 and 2 for the remaining line segmented image until all characters are extracted from the line 

segmented image. 

3. Feature extraction 

The feature extraction is the process of extracting unique-important properties of an image in the form of feature vector 

which describes about the characteristics of an image. It is one of the most important components for any recognition 

system, since the classification/recognition accuracy is depending on the features. Well known and simple feature 

extraction method is zoning features extraction for handwritten basic Kannada characters recognition system is proposed. 

Fig. 3 represents the zonal feature extraction of 50*50 pixels image. 

A brief description about zoning and feature extraction is given in Table I. 

 

TABLE I 

A BRIEF DESCRIPTION ABOUT ZONING AND FEATURE EXTRACTION 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.3 Feature extraction 

Algorithm ZONAL_FEXT 

Step1: Read preprocessed input image 

Step2: Resize image into 50*50 image (binary image) 

Step3: Divide image into 25 equal zones of size 10*10 pixels  

Step4: Move along the diagonals of its respective 10X10 image each zone has19 diagonal lines and the foreground 

             Pixels present along each line are summed to get a single sub feature Pixels.  

Step5:  These 19 sub-features values are averaged to form a single feature 

Step6: Repeat the step4 and step5 for all the 25 zones  

Step7: 25 features are extracted for one character. 
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TABLE-II 

SAMPLE ZONAL FEATURES EXTRACTED FOR FEW CHARACTERS 

 

SL. NO.         

1 0.030928 0.123596 0.111111 0 

2 0.136364 0.162791 0.111111 0 

3 0 0 0.111111 0 

4 0.111111 0.052632 0.111111 0.111111 

5 0.06383 0.075269 0.030928 0 

6 0.219512 0.176471 0.086957 0.123596 

7 0.111111 0.111111 0 0.111111 

8 0 0 0.111111 0.149425 

9 0.111111 0.111111 0 0.06383 

10 0.111111 0.111111 0.111111 0.086957 

11 0.111111 0.111111 0 0.010101 

12 0.010101 0.136364 0 0.190476 

13 0.123596 0.111111 0 0.162791 

14 0.136364 0.176471 0.020408 0.176471 

15 0.111111 0.136364 0.086957 0.190476 

16 0.111111 0.111111 0 0.098901 

17 0.010101 0 0.162791 0.123596 

18 0.020408 0 0.149425 0 

19 0.010101 0 0.162791 0.123596 

20 0.10989 0.133333 0.08 0.177778 

21 0.020408 0.020408 0 0 

22 0.111111 0.111111 0.041667 0.052632 

23 0.111111 0.111111 0.075269 0.111111 

24 0.098901 0.123596 0.030928 0 

25 0 0 0.098901 0.136364 

MEAN 0.07962 0.078247 0.067747 0.088013 

VAR 0.003388 0.003635 0.003154 0.004843 

 

The Table II represents the zonal features extracted for four sample characters which show the difference between 

mean/variance of one character with the other and a very small difference is enough to get classification accuracy in case 

of zonal feature extraction method. 

4. Classification and recognition 

After the feature extraction, the major task is to make decision to classify the character to which class it belongs. There 

are various classifiers that can apply in recognition. The most important and more effective classifier is Support Vector 

Machine (SVM).Support vector machine (SVMs) is a supervised learning method used for classification. Where SVM's 

are a relatively new learning method used for binary classification. The basic idea is to find a hyper-plane which 

separates the N-dimensional data perfectly into its two classes. SVM commonly used with linear, polynomial, RBF and 

sigmoid kernels. A multiclass SVM classification has been used in the proposed system with different kernels of            

1) linear, 2) polynomial, 3) RBF, 4) sigmoid and it achieves very high recognition accuracy. 

The final step is the recognition which is matching the selected class by the SVM with the character and finds the desired 

character in the Kannada alphabets. 
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III. EXPERIMENTAL RESULTS AND DISCUSSIONS 

 

The experiments were carried out in Matlab-2015 on a 64-BIT 2.67 GHz INTEL i3 processor, with 2 GB RAM.  The 

dataset consisted of 1050 samples out of which 462 selected samples were used for training and the remaining samples 

were used for testing. The classification is done using SVM. The Fig. 4 illustrates the sample image.  

 
Fig. 4 Proposed image sample 

 

The Table-III and Table-IV gives a summary of the results. 

The dataset consisted of 1050 samples out of which 462 selected samples were used-for-training and another 462 

selected from remaining samples were-used-for-testing. The classification is done using SVM. 

 

TABLE III 

EXPERIMENT 1 

Training samples=462 Test samples=462 

Class Trained samples Tested samples Correct classification % 

 

11 11 10 90.90909 

 

11 11 9 81.81818 

 

11 11 9 81.81818 

 

11 11 9 81.81818 

 
11 11 9 81.81818 

 

11 11 9 81.81818 

 

11 11 6 54.51818 

 

11 11 9 81.81818 

 

11 11 9 81.81818 

 

11 11 9 81.81818 

 

11 11 8 72.72727 

 

11 11 8 72.72727 

 

11 11 8 72.72727 

 

11 11 8 72.72727 

 

11 11 9 81.81818 

 

11 11 8 72.72727 

 11 11 9 81.81818 

 

11 11 8 72.72727 

 

11 11 8 72.72727 

 

11 11 9 81.81818 

 

11 11 9 81.81818 
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11 11 10 90.90909 

 
11 11 11 100 

 
11 11 11 100 

 

11 11 11 100 

 
11 11 9 81.81818 

 

11 11 9 81.81818 

 

11 11 9 81.81818 

 

11 11 9 81.81818 

 

11 11 9 81.81818 

 

11 11 9 81.81818 

 

11 11 9 81.81818 

 

11 11 9 81.81818 

 

11 11 6 54.54545 

 

11 11 9 81.18182 

 

11 11 9 81.81818 

 

11 11 9 81.81818 

 

11 11 9 81.81818 

 

11 11 9 18.81818 

 

11 11 8 72.72727 

 

11 11 9 81.81818 

 

11 
11 

9 81.81818 

Average 78.6565368 

 

 

TABLE III 

EXPERIMENT 2 

Training samples=1050 Test samples=462 

Class Trained samples Tested samples Correct classification % 

 

25 11 10 90.90909091 

 

25 11 
9 81.81818182 

 

25 11 
10 90.90909091 

 

25 11 
10 90.90909091 

 
25 11 

9 81.81818182 

 

25 11 
11 100 

 

25 11 
11 100 

 

25 11 
9 81.81818182 

 

25 11 
9 81.81818182 
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25 11 
8 72.72727273 

 

25 11 
11 100 

 

25 11 
11 100 

 

25 11 
11 100 

 

25 11 
11 100 

 

25 11 
11 100 

 

25 11 
11 100 

 25 11 
11 100 

 

25 11 
10 90.90909091 

 

25 11 
9 81.81818182 

 

25 
11 

9 81.81818182 

 

25 11 
9 81.81818182 

 

25 11 
10 90.90909091 

 
25 11 

8 72.72727273 

 
25 11 

8 72.72727273 

 

25 11 
10 90.90909091 

 
25 11 

10 90.90909091 

 

25 11 
10 90.90909091 

 

25 
11 

9 81.81818182 

 

25 11 
10 90.90909091 

 

25 11 
9 81.81818182 

 

25 11 
9 81.81818182 

 

25 11 
10 90.90909091 

 

25 
11 

10 90.90909091 

 

25 11 
10 90.90909091 

 

25 11 
9 81.81818182 

 

25 11 
10 90.90909091 

 

25 11 
10 90.90909091 

 

25 11 
10 90.90909091 

 

25 
11 

10 90.90909091 

 

25 
11 

10 90.90909091 

 

25 11 
10 90.90909091 

 

25 
11 

9 81.81818182 

Average 88.9612 

 

The dataset consisted of 1512 samples out of which 1050 selected samples were used-for-training and the remaining 

samples were-used-for-testing. The classification is done using SVM. The Table III represents the percentage of 

recognition rate of individual characters and the average percentage of recognition is 78.65 and Table IV represents the 

percentage of recognition rate of individual characters and the average percentage of recognition is 89.96 From the 
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observation of the Table III and IV the recognition rate can be improved by using effective feature extraction method and 

also be improved by using more number of samples for training the SVM.  

IV. CONCLUSION 

 

  Recognition of individual character from the handwritten document using image processing techniques, feature 

extraction methods and finally Support Vector Machine (SVM) as classifier, is implemented in this paper. The 

recognition rate is around 89% in the case of Zonal features. This work-was--basically focused on the method that 

extracts the features efficiently-from a single separated characters image i.e, zonal features and also the-method that 

recognizes the character efficiently i.e, Support Vector Machine (SVM). There by we achieved satisfactory recognition 

rate for the Kannada hand written words. 

The proposed character recognition system of our work can be used to recognize hand written documents of the other 

languages with suitable modifications. Image de noising and enhancement techniques can be incorporated in the          

pre-processing section for the degraded image documents. 
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