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I. ABSTRACT 

 

ABSTRACT: Over the past decade, human movements and behaviors' can be monitored by using big data, including 

Global Positioning System (GPS) data, social media login data and mobile phone tracking data. Deep Learning is the part 

of an artificial intelligence function that imitates the workings of the human brain in processing data and creating 

patterns for use in decision making. Deep learning is a subset of machine learning in Artificial Intelligence (AI) that it 

capable of learning unsupervised from unstructured or unlabeled data. This is also called as Deep Neural Learning or 

Deep Neural Network. The process of machine learning can be carried out with the help of hierarchical level of artificial 

neural networks. Automatic number-plate recognition (ANPR) is a technology that uses optical character recognition on 

images to create vehicle location data from vehicle number plate image. It is used to check if a vehicle is registered or 

licensed. Automatic number plate recognition can be used to store the captured images by the cameras and also the text 

from the license plate, with some configurable to store a photograph of the driver. However, traditional methods may not 

be suitable for extracting comprehensive vehicle information due to the complexity and diversity of human behaviors. 

Studies have shown that deep neural networks have out paced the abilities of human beings in various fields and that deep 

neural networks can be explained in a unique manner. Thus, deep neural network methods can potentially be used to 

understand human behaviors. In this project, a deep learning neural network constructed in Tensor Flow is applied to 

detect and classify vehicle information in toll gates available across country and the models of these vehicles are analyzed 

to verify the classification results. The vehicles doesn't need to spend lots of time on the toll gate, as the Tensor Flow 

system will recognize the number plate and based on the government identification, the amount will auto debit from the 

respective bank. For the social science classification problem investigated in this study, the deep neural network classifier 

in Tensor Flow provides better accuracy and more lucid visualization than do traditional neural network methods, even 

for erratic classification rules. Furthermore, the results of this study reveal that Tensor Flow has considerable potential 

for application in the human geographyfield. 

 

KEYWORDS- IMAGE PROCESSING, VEHICLE NUMBER PLATE RECOGNITION, DEEP LEARNING, FEATURE 

EXTRACTION, PATTERN RECOGNITION 

 

II. INTRODUCTION 

A. Deeplearning 

Deep Learning solves this central problem in representation learning by introducing representations that are expressed in 

terms of other, simpler representations. Complex concepts have been enabled by Deep learning. Figure 1.1 shows how a deep 

learning system can represent the concept of an image of a person by combining simpler concepts, such as corners and 

contours, which are denied in terms of edges. The quintessential example of a deep learning model is the feed forward deep 

network, or multilayer perceptron (MLP). A multilayer perceptron is a mathematical function mapping in which some set of 

input values to produce their respective output values. The function is formed by composing many simpler functions. New 

representation of the input such as different mathematical function can be implemented. The idea of learning the right 

representation for the data provides one perspective on deep learning. It is very simple to learn a multistep computer program 

can uses deep learning as another perspective. Computer memory can occupy the different layer of inputs. 

https://www.investopedia.com/terms/a/artificial-intelligence-ai.asp
https://en.wikipedia.org/wiki/Optical_character_recognition
https://en.wikipedia.org/wiki/Vehicle_location_data
https://en.wikipedia.org/wiki/Vehicle_registration
https://en.wikipedia.org/wiki/Vehicle_licence
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Fig:1.1 Multilayer Perceptron (MLP) 

 

B. Convolutional neural networks(CNNs) 

Convolutional neural networks (CNNs) are a specialized kind of neural network for processing input data that has an inherent 

grid-like topology [9]. Generally, the input data to a CNN will have natural structure to it such that nearby entries are 

correlated. Examples of this type of data are 1-D audio time series data and 2-D images. The more formal definition of a 

CNN is a neural network that uses convolution in place of general matrix multiplication in at least one of its layers. 

 

It can interpret convolution as fixing one vector in place, striding the other vector along it, and for each stride a dot product is 

computed. Each dot product produces one number that is an entry in the output vector. In the case of CNNs, a convolutional 

layer is generally composed of three stages. The first stage involves parametrized, learnable filters each performing a 

convolution in parallel. This convolution operation can be modified from the above definition in different ways, such as how 

much to stride before computing another dot product. The second stage involves an element-wise non-linearity similar to a 

fully- connected layer. Finally, the third stage is called pooling. Pooling is a method of down sampling the output vector of 

the second stage. One way to do this is called max-pooling in which the maximal element in a defined section of the output is 

taken to represent the entire section. To summarize, a convolutional layer tries to find local patterns in the input. Each filter in 

the first stage is learned during training in such a way that is task specific. In other words, the CNN attempts to find the most 

relevant patterns that help determine how to accomplish the given task. An equivalent way of thinking about CNNs is by 

imagining a convolutional layer as being a fully connected layer with an infinitely strong prior that says weights are shared 

across input data entries and a majority of them are zero [9]. In addition, it is important to note that the ideas discussed here 

also generalize to arbitrarily sized, finite tensors. 

 

III. EXISTINGSYSTEM 

 

Type of Number Plate Recognition System 

 

1) Super-resolutiontechnique 

 

Comparisons of super-resolution techniques have been mainly concerned with what assumptions are made in the modeling of 

the super- resolution problem. The blurring process to be known or those regions of interest among multiple frames are 

related through global parametric transformations, these are the assumptions one has to make. Other models take into account 

arbitrary sampling lattices, physical dimension of sensor, a non-zero aperture time, focus blurring, and more advanced 

additive noise models. To simplify a model many times these assumptions are chosen and are usually used in a specific 

method. In addition, methods that do not make these assumptions have not demonstrated objectively that removing these 

assumptions gains better super-resolution reconstruction performance. Signal-to-noise ratio (SNR), Peak signal-to noise ratio 

(PSNR), Root mean square error (RMSE), mean absolute error (MAE), and mean square error (MSE) have all been used as 

objective measures of super-resolution accuracy; however, the outstanding method of presenting results is clearly subjective 

to visual quality. 

 

CHALLENGE ISSUES FOR SUPER RESOLUTION 

A. Imageregistration 

Image registration is critical for the success of multi-frame SR reconstruction, where spatial samplings of the HR image are 

fused. The image registration is a basic image processing problem that is well known as ill-posed. The problem is more 

difficult in the SR setting, where the observations are low-resolution images with heavy aliasing artifacts. The performance 
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of the standard image registration algorithms decreases as the resolution of the observations goes down, resulting in more 

registration errors. Degradations caused by these registration errors are visually more annoying than the blurring effect 

resulting from interpolation of a singleimage. 

 

B. ComputationEfficiency 

Another difficulty limiting practical application of SR reconstruction is its intensive computation due to large number of 

unknown samples, which require expensive matrix manipulations Real applications always demand efficiency of the SR 

reconstruction to be of practical utility. 

 

C. Robustness 

Prospects Traditional SR techniques are vulnerable to the presence of deviation due to motion errors, inaccurate blur models, 

noise, moving objects, motion blur, moving scene etc. Robustness of SR is of interest because the image degradation model 

parameters cannot be estimated perfectly, and sensitivity to deviations may result in visual degradations, which are 

unacceptable in many applications, e.g., video standard conversion 

 

2) Modified Stroke WidthTransform 

This is a common task performed on unstructured scenes. Unstructured scenes are images that contain undetermined or 

random scenarios. For example, you can detect and recognize text automatically from captured video to alert a driver about a 

road sign. This is different than structured scenes, which contain known scenarios where the position of text is known 

beforehand. 

Segmenting text from an unstructured scene greatly helps with additional tasks such as optical character recognition (OCR). 

The automated text detection algorithm in this example detects a large number of text region candidates and progressively 

removes those less likely to contain text. 

 

Steps to implementation: 

 

Step 1: Detect Candidate Text Regions Using Maximally Stable Extremely Regions [5] 

Step 2: Remove Non-Text Regions Based On Basic Geometric Properties 

There are several geometric properties that are good for discriminating between text and non-text regions [6,7] including: 

 Aspectratio 

 Eccentricity 

 Eulernumber 

 Extent 

 Solidity 

Step 3: Remove Non-Text Regions Based On Stroke Width Variation 

Step 4: Merge Text Regions For Final Detection Result 

Step 5: Recognize Detected Text Using OCR 

 

Disadvantages 

 Not suited for long and narrow components because it should support their ratio between 0.1 to 10[8] 

 Component size should be too long and too short should berejected 

 Another common problem that may surround text, such as is connected components signframes. 

 

3) Effect of Character Spacing on the Performance of Automatic Number Plate Recognition (ANPR) Systems 

throughSimulation. 

 

(i) The extent of the improvement likely to be gained bytime-sharing, 

(ii) The factors which will limit the degree ofimprovement, 

(iii) The effects on the degree of improvement of any modifications which are seen to befeasible 

Disadvantages 

 

The threshold value should be set manually at fixed range. 

The following three automatic thresholding methods are affected by the pixel intensity of the objects in the ROI. 

 If the objects are dark on a lightbackground 

 The automatic methods calculate the high thresholdvalue 

 Set the low threshold value to the lower value of the thresholdlimits. 
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4) Optical CharacterRecognition 

 

While number plate recognition has special type of OCR technology, today optical character recognition (OCR) technology 

is considered strictly a type of technology - mainly software - that lets you scan paper documents and turn them into 

electronic, editable files [1]. OCR (optical character recognition) is the recognition of printed or written text characters by a 

computer. This involves photo scanning of the text character-by-character, analysis of the scanned-in image, and then 

translation of the character image into character codes, such as ASCII, commonly used in data processing. In OCR 

processing, the filtered in picture or bitmap is broke down for light and dim zones keeping in mind the end goal to recognize 

each alphabetic letter or numeric digit. At the point when a character is remembered, it is changed over into an ASCII code. 

Special circuit boards and computer chips designed expressly for OCR are used to speed up the recognition process 

[2].Optical character recognition is the electronic conversion of optically processed characters. Character recognition can be 

offline or online, in online character recognition computer recognitions the character when it isdetected. 

 

 

Fig4.1: Traditional working steps of character recognition 

 

In this traditional method of OCR, there are three important steps which are segmentation, Feature Extraction, and 

Classification. In segmentation we determine the elements of an image. The second important step is to seizure the important 

characteristics of each character which distinguish each symbol; feature extraction is performed mainly through analyzing the 

distribution of points, through transformation, series expansion and structural analysis. The third important step of 

recognition is the classification, identifying each element characters and assigns it to the correct character class [3].Among 

these main steps, the most significant part is usually the image  preprocessing step which enhances/improves the input image 

to a level that characters can be segmented in a correct method. Therefore,  the reliability and accuracy of the ANPR systems 

rely on the methods that are used in preprocessing. Based on the importance of the pre- processing steps used in approaches 

to ANPR, we can compare various edge detection filters involved in the process of plate recognition. Edge detection can be 

identified as a sub-process of the pre-processing techniques that can be applied to an input image tasks such as gray scaling, 

binary conversion, noise removal, performing morphological functions to recreate or develop the images acquired- can be 

considered as some of the other tasks which can be performed before an image is passed through edge detection in the 

preprocessing phase. By applying edge detection filters, the image is converted into an image with boundaries of the objects 

which exist in input image. This narrows down the process of identifying characters so that the objects identified through 

processing boundaries can be used to segment the characters, which are then used in character recognition. Sobel, Canny, 

Gabor and Log-Gabor edge detection filters are the four candidate methods which will be analyzed. These are the 

filters/algorithms normally used in Automatic Number Plate Recognition[6]. 

 

Disadvantage: 

1. It can use SVM for training the datasets. The biggest disadvantages are choosing appropriately hyper parameters of the 

SVM that will allow for sufficient generalization performance. Also, choosing the appropriate kernel function can 

betricky. 

2. In a way the SVM moves the problem of over-fitting from optimizing the parameters to model selection. Sadly kernel 

models can be quite sensitive to over-fitting the model selectioncriterion 

 

5) Artificial Neural Network (ANN) 

Artificial Neural Network (ANN) sometimes known as neural network is a mathematical term, which contains interconnected 

artificial neurons. Several algorithms such as are based on ANN. In multi layered perceptron (MLP) ANN model is used for 

classification of characters. 

In contains input layer for decision making, hidden layer to compute more complicated associations and output layer for 

resulting decision. Feed forward back-propagation (BP) algorithm was used to train ANN. 
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IV. PROPOSEDSYSTEM 

 

Tensor Flow  handles  all  the  details  for  user  by  providing  a  function  to  compare  the  model  predictions contained  in 

logits with labels_placeholder, the correct category labels. The output of sparse_softmax_cross_entropy_with_logits() is the 

loss value for each image. TensorFlow shines here, using a technique known as auto-differentiation; it calculates the gradient 

of the loss—with respect to the parameter values. It calculates the influence of each parameter on the overall loss and the 

extent to which decreasing or increasing it by small amounts would serve to reduce the loss. It seeks to improve accuracy by 

recursively adjusting all of parameter values. After this step, the process restarts with the next image group. The next two 

lines in our code (below) take measures of the accuracy. It indices of the category with the highest score, which are category 

label predictions. These labels are compared to the correct category class labels, which returns a vector of boolean values—

which are cast into float values (either to 0 or 1), whose average is the fraction of correctly predicted images. TensorFlow 

contains various optimization techniques for translating gradient information into updates for the parameters. For our purpose 

in this Paper to choose the simple gradient descent option, which only examine the current state of the model for determining 

how to update the parameters and doesn’t consider previous parameter values. The process for categorizing input images, 

comparing predictions with the correct categories, calculating loss, and adjusting parameter values is repeated many, many 

times. Computing duration and cost would quickly escalate with larger and more complex models, but our simple model here 

doesn’t require much patience or high-performance equipment to see meaningfulresults. 

 

V. CONCLUSION 

 

Number plates with different format can be identified by splitting the higher level of their network into different sub-

networks, each one assuming a different number of digits in the output. A parallel sub-network then decides how many digits 

are present. I suspect this approach would work here, however it’s not implemented it for this project. To detect number 

plates which have much more varied fonts. One possible solution would be to make my training data more varied by drawing 

from a selection of fonts. The slowness is a killer for many applications: A modestly sized input image takes a few seconds to 

process on a reasonably powerful GPU. I don’t think it’s possible to get away from this without introducing a (cascade of) 

detection stages .It would be an interesting exercise to see how other ML techniques compare, in particular pose regression 

(with the pose being an affine transformation corresponding with 3 corners of the plate) looks promising. A much more basic 

classification stage could then be tacked on the end. This solution should be similarly terse if an Machine Learning library 

such as scikit-learn is used. In conclusion, this project will shown that a single CNN (with some filtering) can be used as a 

passable number plate detector / recognizer, however it does not yet compete with the traditional hand-crafted (but more 

verbose)pipelines in terms ofperformance. 
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