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ABSTRACT: Frequent pattern mining is a popular problem in data mining, which consists of 

finding frequent patterns in transaction databases. Many popular methods have been proposed 

for this problem by applying Association Rule Mining algorithms likeApriori algorithm, Pincer 

search algorithm, Border algorithm, Partition algorithm etc. In this paper we are proposing 

Genetic algorithm for mining frequent patterns. This method improves the computational 

complexity to find frequent patters compared to the association rule mining methods.The main 

aim of this paper is to find all the frequent patterns from given data sets using genetic algorithm. 
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INTRODUCTION: With the rapid development of computer technology in different sectors, 

the data which is generated by different industries are becoming more and more, but extracting 

valuable information from the big data has become a new problem. Data mining, that is data 

knowledge discovery, came into being in this backdrop. Data mining is to find out the implied, 

unknown, interesting knowledge and rules from a large number of data. Association rules is an 

important part of data mining, it was first put forward by R.Agrawal, to solve the customer 

transaction association rules between sets of items in the transaction library. In the next year, 

R.Agrawal proposed the most classical algorithm to calculate association rules, that is Apriori 

algorithm, which is to construe the (k+1) – item sets by the k- item sets. 

 Data mining has become a popular and interesting research area in computer science 

engineering and information industry in recent times, due to the wide availability of huge 

amounts of data and the immediate need for turning such data into useful information and 

knowledge. The information and knowledge gained can be used for applications ranging from 

market analysis, fraud detection, and customer retention, to production control and science 

exploration. 

 Frequent patterns play an important role in many Data Mining tasks that try to find 

interesting patterns from databases, such as association rules, correlations, sequences, episodes, 
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classifiers and clusters. The mining of association rules is one of the most popular problems of 

all these. The identification of sets of items, products, symptoms and characteristics, which often 

occur together in the given database, can be seen as one of the most basic tasks in Data Mining. 

 

IMPLEMENTATION: 

 Association rule mining is a rule-based machine learning method for 

identifyinginteresting relations between variables in large databases. It is intended to identify 

strong rules discovered in databases using some measures of interestingness. Let us consider 

some terms here: 

• T: A set of all transactions that customers make and are recorded in the stores system. 

Each transaction has a unique transaction ID associated to their shopping list. 

• Basket: A set of all items bought by a customer. 

• Item-set: A set of items that we are interested in. 

 

 Now, let’s assume that we analyzed customer’s transactions and realized that  

“Many of them”, if they had milk in their baskets, they also have eggs! This gives us a frequent 

pattern. There has to be a way to evaluate the importance of a discovered rule. Here comes the 

support and confidence. Suppose the rule we discovered is as follows: 

Milk → Eggs [Support: 9%, Confidence: 65%] 

 

If you think about it, apparently not many customers have this item-set (milk and eggs) in their 

baskets (only 9%), however, if they go for milk, it is somewhat likely (65%) that they also go for 

eggs! This means, if we have any offer for our cheese produces, we should definitely inform 

wine-buyers, since they are the best potential buyers. 

 

Support 

The support of an itemset ,  is the percentage of transactions in T that contain both 

milk and eggs together. (9% of all baskets had these 2 items together.) 

 

. 

Confidence 

Confidence of a rule is defined the percentage of transactions in T, containing milk, that also 

contain eggs. In other words, the probability of having eggs, given that milk is already in the 

basket. (65% of all those who bought milk, also bought eggs.) 

 

 
General Process of the Apriori algorithm 

The entire algorithm can be divided into two steps: 
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Step 1: Apply minimum support to find all the frequent sets with k items in a database. 

Step 2: Use the self-join rule to find the frequent sets with k+1 item with the help of frequent k-

itemsets. Repeat this process from k=1 to the point when we are unable to apply the self-join 

rule. 

This approach of extending a frequent itemset one at a time is called the “bottom up” approach. 

 
Pros of the Apriori algorithm 

1. It is an easy-to-implement and easy-to-understand algorithm. 

2. It can be used on large itemsets. 

Cons of the Apriori Algorithm 

1. Sometimes, it may need to find a large number of candidate rules which can be 

computationally expensive. 

2. Calculating support is also expensive because it has to go through the entire database. 

 

 All the traditional association rule mining algorithms were developed to find positive 

associations between items. Positive associations refer to associations between items existing in 

transactions. In addition to the positive associations, negative associations can provide valuable 

information. In practice there are many situations where negation of products plays a major role. 

By using Genetic Algorithm (GA) the system can predict the rules which contain negative 

attributes in the generated rules along with more than one attribute in consequent part.  

 

Proposed system: 

  The genetic algorithm is a method for solving both constrained and unconstrained 

optimization problems that is based on natural selection, the process that drives biological 

evolution. The genetic algorithm repeatedly modifies a population of individual solutions. At 

each step, the genetic algorithm selects individuals at random from the current population to be 

parents and uses them to produce the children for the next generation. Over successive 

generations, the population "evolves" toward an optimal solution. It is frequently used to find 

http://i1.wp.com/blog.hackerearth.com/wp-content/uploads/2017/03/Apriori-Algorithm.jpg
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optimal or near-optimal solutions to difficult problems which otherwise would take a lifetime to 

solve. It is frequently used to solve optimization problems, in research, and in machine learning. 

 GA has been successfully applied in many search, optimization, and machine learning 

problems. GA works in an iterative manner by generating new populations of strings from old 

ones. Every string is the encoded binary, real etc., version of a candidate solution. An evaluation 

function associates a fitness measure to every string indicating its fitness for the problem. 

Genetic algorithm applies genetic operators on a random population in order to generate 

new itemsets. GA runs to generate solutions for successive generations. The probability of an 

individual reproducing is proportional to the goodness of the solution it represents. Hence the 

quality of the solutions in successive generations improves. The process is terminated when an 

acceptable or optimum solution is found. GA is appropriate for problems which require 

optimization, with respect to some computable criterion.  

 

Operators of Genetic Algorithms 

Once the initial generation is created, the algorithm evolves the generation using 

following operators  

 

1) Selection Operator: The idea is to give preference to the individuals with good fitness scores 

and allow them to pass their genes to the successive generations. 

 

2) Crossover Operator: This represents mating between individuals. Two individuals are 

selected using selection operator and crossover sites are chosen randomly. Then the genes at 

these crossover sites are exchanged thus creating a completely new individual (offspring). For 

example – 

 
3) Mutation Operator: The key idea is to insert random genes in offspring to maintain the 

diversity in population to avoid the premature convergence. For example – 
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PSEUDO-CODE FOR GENETIC ALGORITHM: 

1. Choose the random population of individuals.  

2. [fitness] Evaluate the fitness f(x) of each chromosome x in the population. 

3. [New population] create a new population by repeating the following steps until the new 

population is complete. 

a) Select the best-fit individuals for reproduction 

b) Breed new individuals through crossover and mutation operations to give birth to 

offspring 

c) Evaluate the individual fitness of new individuals 

d) Replace least-fit population with new individuals 

 

(1) Fitness Evaluation: The fitness (i.e., an objective function) is calculated for each individual. 

(2) Selection: Individuals are chosen from the current population as parents to be involved 

inrecombination. 

(3) Recombination: New individuals (called offspring) are produced from the parents byapplying 

genetic operators such as crossover and mutation. 

(4) Replacement: Some of the offspring are replaced with some individuals (usually with 

theirparents). 

 

One cycle of transforming a population is called a generation. In each generation, a fraction ofthe 

population is replaced with offspring and its proportion to the entire population is called 

thegeneration gap (between 0 and 1). 

 

CONCLUSION: 

Mining profit pattern mixes the statistic based pattern extraction with value-based decision 

making to achieve the business goals. Using Genetic Algorithm to optimized rules not only 

improves the mining process but also provide the accuracy and efficiency to association rule 

mining. Although a many researches has been carried out in association rule mining but still it 

requires more attention for defining the notion of profit which would help in improving business 

strategies. 
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