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Abstract— Currently the use of big-data is on a large scale and is increasing day-by-day. So to handle the massive 

data is very important. In our research we have used Association Rules to generate rules from the best patterns which 

are generated by the Feature Selection. We have used Apriori Algorithm to generated Association Rules for finding 

best patterns to reduce electricity wastage. As it is a big-data means lots of data in high volume and also we have to 

provide high dimensionality as we are using feature selection so we have to be very carefully manipulate this all 

operations. In our research feature selection selects the features which are more dominating and it skips which are 

less dominating to get the better throughput using Best-Fit Linear Regression. As a result we can let the 

manufacturers know about the appliances usage at which time they are in use and in parallel or at at which time 

they are not in used. Our work is to find out the better patterns for electricity consumption in smart homes.  
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I. INTRODUCTION 

 

Big-Data are such type of data that are structured semi-structured and un-structed. The data are in large volumes and is 

collected by particular organization to be get mined for further usefull approaches. Big data are generated on large scale 

due to which they are mostly generated by the social media or websites. 

 

Increasing energy efficiency & reducing the unnecessary electrical wastage is the main aim behind the smart home 

approach. To reduce electrical wastage is achieved by applying the smart meters to each individual electrical appliances. 

Smart meters collect all the required data with which we will able to know at what time the appliance is in active state or 

in an in-active state. The opportunity to collect real-time consumption data prepares us to contemplate real-time feedback 

to inform the residents about their usage of energy [1].  

The main purpose is to obtain the best efficiency for smart homes by reducing the electrical wastage and that is 

achieved by identifying the co-relations between the electrical appliances within the appropriate interval of time to 

achieve best time complexities. Cost saving is also the main purpose behind the smart home as the electrical wastage is 

reduce which leads to the savings in cost, acs explained by harper[2].  According to previous study by digitalSTROM 

energy savings can only be achieved if proper care regarding residents comfort is taken[3]. 

Association rules can find the existence of things that may exist or contact from the data behind. Which could be 

applied to the association study of user behavior in the smart home. The most classical association rule algorithm is 

Apriori algorithm. Apriori algorithm is an iterative manner based mining method by searching frequent item set. 

According to IEEE 2016 “Temporal association rules for electrical activity detection in residential smart home” their 

main aim is to provide temporal sequential association rules in a novel way, based on machine learning techniques, to 

learn time windows where a rule‟s take place to exploit historical data and their statistical properties. There are variances 

for the electrical activity detection for example when cooking activity is running then at that time it is possible that when 

electric stove is on then dishwasher is off or when oven is on then electric stove may off. Similarly like this we have to 

find out the best patterns from the association rules. 

In this paper we have applied Feature Selection & Best Fit Linear Regressing with Apriori Algorithm and that is 

discussed in our next section. This paper is organized in total VI sections. Section II contains related work, Section III 

contains the work detail for which we have got idea for improvement. Section IV contains our proposed methodology, 

Section V contains the result analysis and last Section VI has conclusion and future work.  

  

II. RELATED WORK  

 

In the paper: “Temporal Association Rules For Electrical Activity Detection in Residential Homes” [4] [5] by “Hông-

Ân Cao, Tri Kurniawan Wijaya, Karl Aberer And Nuno Nunes”, they have used data of 800 households for finding the 

best way to reduce the electric wastage. 

 

They have used the following feature points for the testing and training from the dataset:  

 Data Binarization 

 Sequential Association Rules Mining 
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 Time Windows 

1. Bivariate histograms (or heatmaps) 

2. Tolerance regions 

 

For their future research they have mentioned that they have derived time windows for temporal sequential association 

rules based on the co-occurrence of time intervals through machine learning techniques. Their novel method uses the 

statistical properties of the data to identify time windows without having to perform an additional or external search. The 

sequential events that can be seen as a bivariate histogram (or heatmap), which can be adjusted to guarantee that events 

arise in a significant enough proportion by applying a support threshold for the co-occurrence matrix. They have used 

Threshold to eliminate the noise from the variation of the time intervals and serves as the support filtering in the 

APRIORI algorithm[7] while computing the frequent itemsets each zone have strong co-occurrence can be approximated 

by a trivariate Gaussian distribution[11]. 

 

Daniel Schweizer, Michael Zehnder, Holger Wache, HansFriedrich Witschel, Danilo Zanatta and Miguel Rodriguez in 

their research „Using consumer behavior data to reduce energy consumption in smart homes‟ [6] they have discusses how 

usage patterns of residents can be learned efficiently in smart home to achieve energy savings[8]. They have used a 

frequent sequential pattern mining algorithm for smart home event data. The performance of the proposed algorithm is 

compared to existing algorithms in terms of completeness or correctness of the results, run times as well as memory 

consumption.   They also propose a recommender system based on the developed algorithm. This recommender provides 

recommendations to the users to reduce energy consumption. The recommender system was deployed to a set of test 

homes. They used this feedback to adjust the system parameters and make it more accurate during a second test phase. 

Digital STROM provided dataset that contains 33 homes with 3521 devices and over 4 million events[12]. This has 

produced 160 recommendations during the first phase and 120 durimg the second phase. The ratio of useful 

recommendations was near to 10%. 

 

III. EXISTING WORK 

 

For activities, the events used for the triggering and active usage of appliances in residential homes. The data that are 

recorded are in power data that do not contain information about when appliances are in active or running mode, instead 

of being off or in standby-mode. The measurements are converted to a binary form, where active and idle states are 

determined using GMMThresh [4], [5]. They want to get daily temporal association rules so they have considered that 

each day of collected data represents a basket, in the traditional market basket analysis [9][10]. The intervals during 

which the appliances are active represent the items in each basket. They have build a co-occurence matrix for window 

(heatmap) where each rule based on the time intervals. For time window (tolerance regions) The regions of interest for 

determining the time windows for the association rules are the temporal regions that occur the most often. 

For their research work they have used the Dataport dataset, with data ranging from July 2012 until April 2015. They 

have used dataset in which they are applying time intervals for 1-minutews for each activity and then they are identifying 

the rules to get the best accuracy. Dataset contains 70 types of meters and more than 800 smart homes located mainly in 

Texas and in California. They have selected 16 households with large numbers of appliances. The measurements are 

binarized using GMMThresh [4], [5], which distinguishes when an appliance is active. 

The first step is to read the dataset, then after they have performed the binarization of dataset. The results of the dataset 

are converted to binary form. Once the data are conerted to binary then data are to be mined for temporal mining. Co-

occurrence matrix is generated from these dataset for further time window search. They have used GMM clustering for 

time window search from this a proper time window is obtained. Then after as per the time window the final rules are 

getting generated. 

They have used Apriori algorithm for generating the association rules. With the help of association rules the patterns 

of the electrical appliances are identified and from these patterns the rules are generated by anayzing the patterns. For 

patterns analysing the threshold is ther where they have applied the time interval for 1 minute means during every minute 

they are identifying the status of the electrical appliances that at what time tha appliance are in used or in stand-by mode 

or in off mode. 
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             Figure 1 

Current Flow Diagram 

 

 

They summarize in Table I the total number of rules for all households. The number of association rules is the same 

for all methods depending on the chosen interestingness measure, as only the arrangements with enough support or 

confidence are selected, which guarantees enough data for the clustering. 

 

TABLE I 

RESULT FOR EXISTING SYSTEM 
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IV. PROPOSED METHODOLOGY 

 

Steps for Proposed Method 

 

Step 1: Read Dataset 

Step 2: Apply Best Fit Linear Regression 

Step 3: Apply Feature Selection 

Step 4: Binarization of Dataset 

Step 5: Frequent Sequential Temportal Mining 

Step 6: Co-Occuranc Matrix Generataion 

Step 7: GMM Clustering for Time Window Search 

Step 8: Time Window Extraction 

Step 9: Final Rule Extraction 

 

 

Figure 2 

Proposed Flow Diagram 

 

During the process we will first find out the best pattern by feature selection from the association rules and then we 

have applied the Best Fit Linear Regression for finding the parallel co-occurrence matrix to get the better 

throughput, 

For getting the better result we have applied 15 minutes time interval due to which it is easy to manipulate all the 

operations and getting output properly. 

Transactions contains multiple items which are running parallel from this transactions that contains multiple items 

we have finded Frequent Itemset.  

 

V. RESULT ANALYSIS 
 

We have got many Association Rules after processing below table contains some of the rules generated by our 

system. 
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ASSOCIATION RULE SUPPORT CONFIDENCE LIFT 
[WOE-Off,UTE-On] 

=> [B1E-Off] 
96.81% 100% 1.004 ->   0% 

[FRE,EBE] => [B2E] 0.13% 100% 783.000 -> 78200% 
[FGE-On,FRE-On] => 

[B2E-On] 
45.59% 100% 1.004 ->   0% 

 
[EQE,WOE] => [BME] 0.13% 100% 783.000 -> 78200% 
[B1E-Off,HPE-Off] 

=> [DNE-Off] 
3.07% 86% 1.095 ->   9% 

[WOE-On,FGE-Off] 

=> [DNE-Off] 
1.28% 83% 1.064 ->   6% 

[UNE-Off,HPE-On] 

=> [DNE-On] 
0.13% 33% 1.563 ->  56% 

 
 

VI. CONCLUSION AND FUTURE WORK 

 

Our main aim is to get the best association rules and to generate the best patterns as well as best co-relations between 

the devices. We are generating the rules with better interestingness because we have used apriori algorithm for generating 

the association rules and then after getting the best rules we are performing activity for final rule generation with the help 

of best fit linear regression method. We have also finded relations between various devices in terms of positive, negative 

or neutral. We got better result by using this approach where and still there is a better scope for future to improve time 

complexity and space complexity. 
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